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A, Ade  Adenine 

G, Gua  Guanine 

C, Cyt  Cytosine 

T, Thy  Thymine 

U, Ura  Uracil 

R, Pur  Purine 

Y, Pyr  Pyrimidine 

“:”  Represents base pairing 

“/” or “::” Represents base pair stacking 

“^”  Represents discontinuity in strand 

H-bond Hydrogen bond 

bp  base pair 

WC  Watson-Crick 

W:W  Watson-Crick:Watson Crick base pair 
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1.1 Nucleic Acids  

 

 Nucleic Acids are amongst the key biological macromolecules which are 

involved in a variety of processes like encoding, transmitting and expressing genetic 

information for all known forms of life.  The nucleic acids were first discovered by 

Friedrich Miescher in1869 (Dahm, 2008); however, even at present major biological 

and medical research is being directed towards experimental and theoretic studies of 

these biopolymers. Nucleic acids were named by Richard Altman for their initial 

discovery inside the nucleus and for the presence of phosphate groups (Dahm, 2008). 

There are two types of nucleic acids: deoxyribonucleic acid, better known as DNA 

and ribonucleic acid, better known as RNA. The evidence that DNA, and no other 

molecule, transmits genetic information was initially provided by Avery, Macleod and 

McCarty in 1944 (Avery et al., 1944) and later by Hershey and Chase in 1952 

(Hershey & Chase, 1952). The double helical DNA structure was eventually revealed 

by Watson and Crick in 1953 (Watson & Crick, 1953), using X-ray fiber diffraction 

patterns generated by Franklin, Wilkins and associates (Franklin and Gosling, 1953; 

Wilkins et al., 1953) along with the chemical evidence of complimentary bases 

provided by Chargaff (Chargaff et al., 1950). The Meselson–Stahl experiment also 

called “The most beautiful experiment in biology” supported the hypothesis that DNA 

replication was semi-conservative (Meselson et al., 1957). Unlike DNA, RNA is more 

often found in nature as a single-strand folded onto itself. In the central dogma of 

molecular biology, DNA→RNA→Protein (Crick, 1970), RNA was observed only as a 

passive transporter of genetic information, but discoveries in the past few years 

appreciating the numerous roles played by various functional and structured RNAs in 

many cellular processes ranging from protein synthesis to protein folding to gene 

expression and regulation have established their huge significance in the biological 

system (Nissen, 2000; Cech, 1990; Bartel, 2004; Tucker and Breaker, 2005; Samanta 

et al., 2008). Although, until fairly recently less was known about RNA structure at 

atomic resolution in comparison to DNA, but this has changed with the advent of 

‘RNA era’. 
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1.1.1 Building Blocks of Nucleic Acids 

 

 Chemical degradation studies in the early years of twenty-first century on 

materials extracted from cell nuclei established that the high molecular-weight 

“nucleic acid” was actually composed of individual acid units, termed nucleotides 

(Figure 1.1.1). These could be further cleaved to phosphate groups and distinct 

nucleosides. Nucleosides were subsequently identified as consisting of a sugar (D-(-) 

ribose or D-(-)-2’-deoxyribose) and a nitrogen-containing base (nucleobase). Thus, 

each repeating unit in a nucleic acid polymer comprises of a phosphate group, a sugar, 

and a nucleobase, all linked together by covalent bonds. The planar aromatic 

heterocyclic nitrogenous bases are of two types: pyrimidine (Pyr/Y: thymine (T) or 

cytosine (C) or uracil (U)) and purine (Pur/R: adenine (A) or guanine (G)) 

(Bloomfield et al., 2000) (Figure 1.1.2). In DNA the four bases: A, T, G and C are 

found while U instead of T is generally present in RNA, along with the three other 

bases. The sugar present in RNA is a ribose – an aldopentose in cyclic furanoside 

form (Figure 1.1.1) whereas, the sugar in DNA is 2-deoxy ribose, where the 2'-OH 

group of ribo-furanose ring is replaced by H-atom. A nucleobase is connected with 

one ring nitrogen to the anomeric center of the sugar (C1'), forming a nucleoside- 

adenosine, guanosine, cytidine, thymidine and uridine. In the case of the pyrimidines, 

the connecting nitrogen is N1 and all purines are connected via N9. The resulting 

linkage is called the β-glycosyl bond as in natural nucleic acids this glycosidic bond is 

always in β-orientation, i.e. the nucleobase is above the plane of the sugar when 

viewed onto the plane (i.e. on the same face of the plane as the 5’ hydroxyl 

substituent). When nucleotides are polymerized into nucleic acid chain 

(polynucleotide chain) by chemical removal of water molecules, a sugar-phosphate 

backbone is formed. These sugar and phosphate groups are conserved throughout the 

nucleic acid backbone, while the bases incorporate the polymeric variations. 

 The C3'-hydroxyl group of the n
th

 nucleotide is joined to C5'-hydroxyl group 

of the (n+1)
th

 nucleotide by a phosphodiester linkage forming the nucleic acid. A 

nucleic acid molecule with (n) number of nucleotides would have 4
n
 possible different 

arrangement of the four nucleotides. In addition to the four usual nucleotides, 

different functional RNA molecules like tRNAs, rRNAs, riboswitches, etc. often 

contain several other chemically modified bases, such as, Dihydrouridine, 

Pseudouridine, N,N-dimethylguanine, Inosine, etc. These are formed by different 
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post-transcriptional modification mechanisms, among which Pseudouridylation, 2′O-

methylation and base methylation are the most abundant internal modifications 

(Auffinger and Westhof, 1998; Björk, 1995; Cavaillé and Bachellerie, 1998; Grosjean 

et al., 1995; Hopper and Phizicky, 2003; Maden, 1990; Sprinzl et al., 1998; Zhao and 

Yu, 2004). In DNA the most common modified base is 5-methycytosine (m
5
C). 

Hypoxanthine (produced from adenine) and xanthine (produced from guanine) are 

two of the many modified bases created through mutagen presence (Nguyen et al., 

1992). Some very rare modified bases found in DNA are α-putrescinylthymine and 5-

digydroxypentyluracil (Warren, 1980). 

  

 
Figure 1.1.1: From Left to Right, the Ribonucleotides and Deoxyribonucleotides 

consisting of phosphate groups and the nucleosides (inside box). The nucleosides are 

formed by the base and sugar. 

 

1.1.2 Sugar-Phosphate Backbone of Nucleic Acids 

 

1.1.2.1 Phosphate Backbone 

 

 An oligonucleotide chain is formed by linking the 5’P of one nucleotide to the 

3’OH of the neighbour nucleotide resulting in phosphodiester bonds. An important 

consequence of a phosphodiester linkage is that DNA and RNA molecules become 

directional- one end of the chain has free phosphate group, and the other contains a 

free –OH group (Figure 1.1.3). Since the sugar-phosphate backbones are the same for 

every nucleotide, a nucleic acid molecule can simply be represented by sequence of 

the nucleobases from 5' to 3' direction. The bases A, T/U, G and C are synonymously 

used with their respective nucleotides, with the understanding that it is a convenient 

way to represent a complicated structure. For example, the sequence ApGpCpTpTpG 

has the 5’ terminal adenosine nucleoside, with a free hydroxyl at its 5’-position and 
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the 3’ end guanosine has a terminal 3’-hydroxyl group. Here “p” denotes the 

phosphate groups. Due to the connection of the nucleotides in DNA and RNA via 

phosphodiesters, each connecting unit bears a negative charge making the nucleic 

acids polyanionic. This imparts an inherent polarity to the DNA chain, which is 

important to keep the macromolecule soluble in water. It however also causes an 

enormous coulombic repulsion when two single strands come together to form a 

double strand. Thus, for the formation of soluble double strands metal ions closely 

associate with the polyanions to compensate the charge and establish electrical 

neutrality (Carell, 2004; Manning, 1978). 

 

 
Figure 1.1.2: The nucleobases (Purine and Pyrimidine). 

 

 
Figure 1.1.3: An oligonucleotide chain containing the phosphodiester linkage. The 

5’-end contains free phosphate group and the 3’-end contains free hydroxyl group. 

  

 In molecules with rotational freedom about single bonds, all feasible torsion 

angles are not assumed but only certain sterically allowed conformations are 
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preferred. Hence, a structure can be described with torsion angle ranges. There exist 

six single covalent bonds in the nucleic acid backbone around which rotations are 

possible. These flexible bonds are P–O5’, O5’–C5’, C5’–C4’, C4’–C3’, C3’–O3’ and 

O3’–P. The conformations of the sugar-phosphate backbone following the sequential 

numbering of atoms P→O5’→C5’→C4’ etc. is defined by torsion angles α, β, γ, δ, ε, ζ 

in alphabetical order following the IUPAC-IUB Nomenclature of 1983 (1983) 

(Dickerson, 1989) (Figure 1.1.4). These phosphodiester backbone torsion angles are 

restricted to sterically allowed regions (Gorin et al., 1995; Subirana and Faria, 1997) 

(Figure 1.1.5a) which are characteristic of different helical structures. The notations 

gauche
+
 (g

+
), trans (t) and gauche

- 
(g

-
) refer to dihedral angles corresponding to 

staggered conformations around 60º, 180º and -60º/300º, respectively (Saenger, 1984; 

Lavery, 2005) (Figure 1.1.5a). An additional dihedral χ is defined around the 

glycosidic bonds C1’–N9 for purines and C1’–N1 for pyrimidines (Figure 1.1.4). 

This dihedral represents the rotation of the nucleobase with respect to the sugar ring. 

If the O2 of pyrimidine or N3 of purine and O4’ of sugar ring are positioned close to 

the bulky side of the bases, the form is called syn and if they are on opposite sides, it 

is called anti (Figure 1.1.5b). In addition to these torsion angles, the endo-cyclic 

torsions about the single covalent bonds of the cyclic sugar also adopt various values 

(Figure 1.1.4). Thus, the RNA (or DNA) backbone has eight degrees of freedom 

which makes RNA modeling, structure building and prediction a multidimensional 

problem of high complexity. In order to reduce the dimensionality of the RNA 

backbone in a physically reasonable way, a reduced representation of the nucleic acid 

backbone in terms of two pseudotorsion parametres was developed by Duarte and 

Pyle in 1998. The two pseudotorsion angles η and θ were defined as the torsions of 

C4’i-1-Pi-C4’i-Pi+1 and Pi-C4’i-Pi+1-C4’i+1 respectively (Duarte and Pyle, 1998) (Figure 

1.1.4). The standard definitions of all the backbone dihedrals and pseudotorsion 

angles in a nucleic acid double helix are given in Table 1.1.1. 

 In a double helix, backbone dihedrals are often correlated and their torsional 

degrees of freedom are not independent of each other. Instances of a crankshaft 

motion leading to concerted alterations in α-γ dihedrals can often be observed 

(Srinivasan et al., 1987). Correlated variations of ε and ζ resulting in polymorphism in 

B-DNA structure have also been observed (Becker and Wang, 1989; Clark et al., 

2000; Gupta et al., 1980; Hartmann et al., 1993; Schneider et al., 1997). Moreover, 

the backbone shows highly correlated motions of χ, δ and ε where the torsional 
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degrees of freedoms are also related to the local motion of the base pairs (Beveridge 

et al., 2004; Dixit et al., 2005; El Hassan and Calladine, 1997; Packer and Hunter, 

1998).  

 

Figure 1.1.4: The conformations of the sugar-

phosphate backbone as given by IUPAC. 

Torsion 

angle 
Atoms involved 

α (n-1)O3’–P–O5’–C5’ 

β P–O5’–C5’–C4’ 

γ O5’–C5’ –C4’–C3’ 

δ C5’–C4’–C3’–O3’ 

ε C4’–C3’–O3’–P 

ζ C3’–O3’–P–O5’(n+1) 

χ 
O4’–C1’–N1–C2 (Y) 

O4’–C1’–N9–C4 (R) 

ν0 C4’–O4’–C1’–C2’ 

ν1 O4’–C1’ – C2’–C3’ 

ν2 C1’–C2’ – C3’–C4’ 

ν3 C2’–C3’ – C4’–O4’ 

ν4 C3’–C4’–O4’–C1’ 

η C4’n-1-Pn-C4’n-Pn+1 

θ Pn-C4’n-Pn+1-C4’n+1 

  Table 1.1.1: Details of the 

backbone torsion angles. 

 
(a) 

 
(b) 

Figure 1.1.5: (a) The allowed regions of phosphodiester backbone torsion angles in 

B-DNA and A-RNA (Left to Right). (b) The anti and syn orientations of glycosidic 

bond. 
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1.1.2.2 Sugar Conformations 

 

 The five-membered furanose ring systems in DNA/RNA are never planar. 

Instead they are puckered in either envelope (E) or twist (T) forms (Figure 1.1.6a). 

The ring puckering arises from the effect of non-bonded interactions between 

substituent groups at the four carbon atoms. When atoms are displaced from these 

three- or four-atom planes of the ring on the same side as C5’, the structure attains 

endo conformation; and displacement on the opposite side forms exo conformation 

(Saenger, 1984). Given the chemical environment within nucleic acid structures, two 

puckers turn out to be most stable – C2’-endo in DNA and C3’-endo in RNA (Figure 

1.1.6b), i.e. C2’ and C3’ are the atoms out-of-palne in the respective cases. C2’-endo 

is not possible in RNA double helix because of the 2‘-hydroxyl group in ribose 

moiety. The O4’-endo is also observed sometimes; but the O4’-exo is never observed 

in nucleic acid structures. The furanose ring conformation is expressed in terms of 

five endo-cyclic torsion angles ν0, ν1, ν2, ν3 and ν4 (Table 1.1.1). The sugar geometry 

is also represented by pseudo-rotation phase angle P and the amplitude of puckering 

νmax, where P and νmax are given by the following equations (Altona and 

Sundaralingam, 1972; Schlick, 2010): 

 

      
  

    
         … Eqn. 1.1 

and,            
                

                    
      …Eqn. 1.2 

All the endocyclic torsion angles are related to P and νmax by (Schlick, 2010): 

                                 …Eqn. 1.3 

 

 The puckering is important as it governs the relative orientation of phosphate 

group to the sugar ring and, hence, the direction of the sugar-phosphate backbone. 

According to the description by Altona and Sundaralingam (Altona and 

Sundaralingam, 1972) , the value of phase angle, P, can be divided into ten major 

classes, depending on the orientation of non-planar atom(s). These classes are C1’-

endo [P = 306º], C1’-exo [P = 126º], C2’-endo [P = 152º], C2’-exo [P = 342º], C3’-

endo [P = 18º], C3’-exo [P = 198º], C4’-endo [P = 234º], C4’-exo [P = 54º], O4’-endo 

[P = 90º] and O4’-exo [P = 270º]. 
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(a) 

 

(b) 
Figure 1.1.6: (a) The envelope (E) or twist (T) forms of the five-membered furanose 

ring systems in nucleic acids. (b) The C2’-endo and C3’-endo sugar puckers (Left to 

Right) in DNA and RNA respectively. 

 

1.1.3 Base Pairing Information 

 

1.1.3.1 Structural Characterization of Base Pairs 

 

 Base pairs formed by potential hydrogen bond (H-bond) donor and acceptor 

atoms present at the edges of nucleobases are the building blocks of nucleic acid 

structures. In case of DNA, the H-bonding between the bases takes place mainly 

through the formation of standard Watson–Crick (WC) base pairs, i.e. Watson-

Crick:Watson-Crick (W:W) base pair. But, there may occur base pairs involving H-

bonding through highly versatile non-WC base pairing patterns. Thus to further 

analyze DNA and RNA structures it is important to understand in details the H-

bonding between the bases. Purine and pyrimidine bases present three edges for H-

bonding: the WC edge, the Hoogsteen edge (purines) or the equivalent “CH” edge 

(pyrimidines), and the Sugar edge containing the 2’-hydroxyl group of RNA (Figure 

1.1.7) (Leontis and Westhof, 2001). A given edge of one base can potentially interact 
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in a plane with any one of the three edges of a second base, and can do so in either the 

syn or anti orientation of the glycosidic bonds resulting is cis or trans base pairs 

respectively. Thus, twelve distinct edge-to-edge interactions are possible which have 

been illustrated using the triangle representation for the bases by Leontis and Westhof 

(Leontis et al., 2002) (Figure 1.1.8). The base pairs are stabilized either through the 

polar binding region involving N-H….O/N H-bonding interactions (denoted by 

capital letters, e.g., W, H and S) or through the C-H…O/N type of interactions (non-

polar bonding region) which are denoted by small letters (e.g., w, h and s). Thus the 

base pairs may be classified into the following broad categories: 

 (a) The canonical base pairs (Figure 1.1.9a) that are the WC base pairs where 

the interacting edges are WC/WC and the glycosidic bond orientation can be cis or 

trans. The main WC base pairs are A:T and G:C. The so-called wobble base pairs 

which are characterized geometrically by a shift of one base relative to the other also 

belong to this group (Leontis and Westhof, 2001). The four main wobble base pairs 

are G:U, I:U, I:A and I:C (Figure 1.1.9b). Unlike, in DNA these are found in plenty 

in RNA. Moreover, the thermodynamic stability of a wobble base pair is comparable 

to that of a WC base pair. The specific arrangement of WC base pairs forms an 

isomorphous set with an overall structural similarity. The C1’-C1’ distance is similar 

for both the base pairs as well as their orientation with respect to the sugar phosphate 

backbones (Saenger, 1984), which allows the DNA/RNA double helices to maintain 

an overall equivalent conformation irrespective of the base sequence. Nevertheless, 

they can still adopt different local structures. 

 (b) The non-canonical base pairs (Figure 1.1.9c) that consist of non-WC base 

pairs involving Hoogsteen and sugar edges of the nucleobases. In addition to the non-

WC base pairs formed involving polar binding region, structures of many other base 

pairs which involve non-polar binding sites, e.g., w:s, w:h, s:s, h:s, etc. (Roy et al., 

2008) have been optimized. Moreover, some bases can also be protonated from local 

environmental stress and can form non-canonical pairs with other regular bases 

(Chawla et al., 2011; Das et al., 2006; Leontis et al., 2002). Various characterization 

techniques and nomenclatures have been proposed to define the non-canonical base 

pairing pattern for RNA motifs (Duarte and Pyle, 1998; Gendron et al., 2001; 

Klosterman et al., 2002; Lee and Gutell, 2004; Lemieux and Major, 2002; Leontis and 

Westhof, 2001; Leontis et al., 2002; Nagaswamy et al., 2001; Sykes and Levitt, 2005; 

Walberer et al., 2003). 
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 Structure prediction and modeling of natural or synthetic RNAs have revealed 

the existence of a number of different non-canonical base pairing arrangements 

occurring as single, tandem or consecutive base pairs within RNA duplexes (Baeyens 

et al., 1995; Baeyens et al., 1996; Battiste et al., 1996; Cate et al., 1996a; Lietzke et 

al., 1996; Pley et al., 1994) Also, the tertiary structures of RNA motifs are often 

stabilized by such non-canonical interactions resulting in tertiary contacts between 

different parts of the RNA chain (Butcher and Pyle, 2011; Leontis et al., 2006). 

Perturbations in regular RNA helices by such non-canonical base pairs are 

functionally important in adopting unusual structures. Similar non-canonical base 

pairs are also found in DNA such as in case of G-quadruplex structures. 

 (c)  The bifurcated base pairs involve formally three-centered H-bonds in 

which two H-atoms point to a single acceptor atom. Thus, they have been observed 

between the WC edge of one base and one functional group of the second base 

(Figure 1.1.9d). Water inserted base pairs have also been observed in several high-

resolution structures. 

 In addition to formation of base pairs by interactions between two bases, quite 

often three or more bases also appear in coplanar orientation within nucleic acid 

structures forming base triples or quadruples (Figure 1.1.10a). These base triples 

stack on top of each other giving rise to three-stranded helix while the base quartets 

give rise to quadruple stranded helix, presumably in the telomere regions of 

chromosomal DNA. Base triplets are found in several types of RNA structural motifs, 

e.g., kink-turn motifs, sarcin-ricin loops, tetra loops, A-minor motifs etc. At present a 

considerable research is directed towards finding and classifying the base triples in 

RNA structures (Abu Almakarem et al., 2012; Lee and Gutell, 2004; Olson et al., 

2009; Xin and Olson, 2009). Base quartets can be of open form or close form (Figure 

1.1.10b). The open forms are found more often in RNA while the close form quartets 

are dominant in telomeric DNA. 
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Figure 1.1.7: The three edges for H-bonding: the WC edge, the Hoogsteen edge (in 

R) or the equivalent “CH” edge (in Y), and the Sugar edge containing the 2’-OH 

group (in RNA) 

 

 
Figure 1.1.8: The twelve distinct edge-to-edge interactions are possible, as taken 

from (Leontis et al., 2002) 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 1.1.9: (a) A:T and G:C WC base pairs. (b) G:U wobble base pair. (c) U:G and 

A:G non-canonical base pairs. (d) Bifurcated base pair involving three-centered H-

bond. 

 

 

(a) 
 

(b) 

Figure 1.1.10: (a) Base-triplet. (b) Base quartet in open (Left) and close (Right) 

forms. 
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1.1.3.2 Base Pair Orientation Parameters 

 

 The structural variations in nucleic acids are mostly environ-dependent, but 

are often sequence-specific. Unlike globular protein structures, no long range 

interactions are found to prevail between remote base pairs in double helical DNA. 

Thus, the local structures are defined by the relative displacement and orientation of 

the bases within a base pair or between two successive base pairs in 5’3’ direction 

(Hunter and Lu, 1997a, 1997b). On the other hand, RNA can have three-dimensional 

(3D) architecture like proteins and can have long range interactions through base 

paring between different bases of the same chain. The secondary structural motifs of 

RNA are primarily double-stranded, formed by the RNA chain folding back on itself, 

or unpaired loop regions. Thus, in both the cases, the relative orientation of the bases 

within a base pair or between two successive base pairs is crucial to understand the 

structural organizations (Dickerson, 1989; Olson et al., 2001).  

 The detail understanding of base pairs is extremely important for correct 

sequence-structure prediction in genome. A combination of four bases in two adjacent 

positions in same strand maintaining due complementarity on the other can produce 

ten possible dinucleotide steps (base pair doublets). These are three purine-pyrimidine 

steps: AT/AT, AC/GT, GC/GC; three pyrimidine-purine: TA/TA, TG/CA, CG/CG; 

and four purine-purine steps: AA/TT, CT/AG, TC/GA, CC/GG (T is replaced by U in 

RNA). In a double helical DNA/RNA the phosphate backbone and sugar residues lie 

on the surface and hence are more dynamic as compared to the base atoms, which are 

also confirmed from the experimentally reported thermal parameters of the atoms. 

Hence, structural analysis of DNA/RNA duplexes in terms of the base pair orientation 

parameters was justified and necessary. 

 According to the EMBO workshop, 1989 (Dickerson, 1989), geometries of 

base pairs or base pair doublets are defined with the help of three translational and 

three rotational degrees of freedom along the three mutually perpendicular axes fixed 

on the base or base pair planes, respectively (Bansal et al., 1995; Calladine et al., 

2004; Dickerson, 1989; Dickerson, 1998; Olson et al., 2001). The geometric sense of 

these degrees of freedom and the terminology associated with them are shown in 

Figure 1.1.11. Within a base pair, the spatial arrangement of one base with respect to 

the other can be quantitatively defined with the help of intra-base pair parameters: 

buckle, propeller, open-angle, shear, stagger and stretch (Figure 1.1.11a).The relative 
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orientation of two base pairs within a double helical stack can be described by a set of 

six inter-base pair parameters: tilt, roll, twist, shift, slide and rise (Figure 1.1.11b).  

 

 

(a) 

 

(b) 
Figure 1.1.11: The translational and rotational (a) base pair parameters and (b) base 

pair step parameters along x-, y- and z-axis, as taken from (Bansal et al., 1995). 

 

 Among the six base pair parameters, shear, stretch and open-angle directly 

relate to the H-bonding pattern and proximity, while buckle, propeller and stagger 

describe the overall non-planarity of a base pair compared to the ideal coplanar 

geometry. Similarly, the relative orientation of two base pairs with respect to one 

another, within a double helical stack has been described by inter-base pair 

parameters or dinucleotide step parameters. Since, DNA has a continuous double 

helical structure with A:T or G:C base pairing, these geometrical parameters display 
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regular behaviour for a stable structure. Analysis of DNA crystal structures show an 

invariant sharp peak for tilt, shift and rise at ~0º, ~0Å and ~3.4Å, respectively, 

whereas the values of roll, twist and slide range within -9º to 5º, 32º to 45º, and -0.6Å 

to 0.8Å, respectively for the dodecamer d(CGCGAATTCGCG) (Drew and Dickerson, 

1981; El Hassan and Calladine, 1997). Crystal structure data base analysis of several 

DNA and RNA molecules in regular double helical form indicates that some of the 

base pair parameters (roll, twist and slide) are sequence and environment dependent 

(El Hassan and Calladine, 1997; Mukherjee et al., 2014, 2015). The sequence 

dependence in twist, propeller, roll and slide were initially rationalized through steric 

clashes between substituent atoms on individual bases as depicted by Calladine’s 

Rules on the basis of steric clashes between opposite strand purine bases (Calladine 

and Drew, 1984; Calladine, 1982) . The steric clash mainly arise between purine bases 

mainly due to propeller twist in each base pair which is necessary to allow greater 

overlap of bases within the same strand and to reduce the area of contact between the 

bases and water. In general this parameter tends to be higher than average in regions 

containing A:T base pairs, but lower for regions with G:C base pairs. These steric 

clash rules of Calladine predict reasonably well the structure of B-DNA. However it 

has limited applicability to other helical types. A number of studies have been carried 

out to understand sequence dependent structure of DNA and the correlations between 

different structural parameters (Babcock and Olson, 1994; Bhattacharyya and Bansal, 

1990; Calladine and Drew, 1984; Gorin et al., 1995; Subirana and Faria, 1997; Suzuki 

et al., 1997). 

 A number of software packages have been developed by different groups for 

determination of these parameters: CURVES (Lavery and Sklenar, 1988), NGEOM 

(Tung et al., 1994), RNA (Babcock and Olson, 1994; Babcock et al., 1994), 

NUPARM (Bansal et al., 1995; Mukherjee et al., 2006), CompDNA (Gorin et al., 

1995), SCHNAaP (Lu et al., 1997), 3DNA (Lu and Olson, 2003), FREEHELIX 

(Dickerson, 1998), etc. These programs mainly differ in their choice of reference 

frames and mathematical definitions of the parameters (Lu et al., 1999). There also 

have been efforts to obtain a standard reference frame for the description of nucleic 

acid base pair geometry (Olson et al., 2001). 

 Crystallographic analyses of a number of diverse sequences have provided 

further evidence for the variations in sequence dependent structural features (Goodsell 

et al., 1995; Heinemann et al., 1992; Lipanov et al., 1993; Quintana et al., 1992). 
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These show that twist, roll and slide have several correlations between them. For 

example, rise is linearly related to twist. Dependence of DNA structure on sequence 

was further elucidated by theoretical calculations (De Santis et al., 1990; Hunter and 

Lu, 1997b; Mohanty and Bansal, 1991; Srinivasan and Olson, 1987). Some of the 

backbone conformational angles also show considerable variation in B-DNA 

structures depending on the base sequence (Schneider et al., 1997; Subirana and 

Faria, 1997). In addition to effect of constituent base pairs, there have been studies to 

find out effect of flanking residues on base pair steps of the structure (Bandyopadhyay 

and Bhattacharyya, 2000; Beveridge et al., 2004; Fujii et al., 2007). Both 

experimental and theoretical studies reveal that base pair parameters are inherently 

backbone independent (Packer & Hunter, 1998). Studies of experimentally derived 

data show that C/G containing steps are more context dependent than A/T containing 

ones (Packer et al., 2000). Steps like CA/TG and CG/CG depend largely on flanking 

sequences for their structures (Dixit et al., 2005; Subirana and Faria, 1997). 

Moreover, several studies (Bertrand et al., 1998; Winger et al., 1999; Djuranovic and 

Hartmann, 2004) have shown that significant variations were observed for slide, roll 

and twist, while much less changes were found for tilt, shift and rise values.  

 

1.1.3.3 Hydrogen Bonding and Stacking Interaction between Base Pairs 

 

 As discussed earlier, the classic WC base pairs that are found in the usual 

double-stranded nucleic acids are A:T, G:C and A:U (for RNA) where “:” represents 

base pairing. The distances between C1' atoms of sugars on opposite strands are 

essentially the same for A:T and G:C base pairs (Donohue and Trueblood, 1960). 

Theoretical studies of  poner,  ure ka, and Hobza have reported relevant H-bonding 

energies in a wide variety of nucleic acid base pairs (Sponer et al., 2004). Studies 

using density-functional theory combined with symmetry adapted perturbation theory 

(DFT-SAPT), show that the interaction energy of A:T and G:C base pairs are -15.7 

kcal/mole and -30.5 kcal/mole, respectively (Hesselmann et al., 2006). In an effort to 

systematically characterize H-bonding stability of all the base pairs observed in RNA, 

Panigrahi et al. (Roy et al., 2008) carried out optimizations and determined H-bond 

strengths of thirty-three different frequently occurring base pairs. A complete study of 

all possible base pairs stabilized by at least two H-bonds (RNABP COGEST) has also 

been done far recently (Bhattacharya et al., 2015).   
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 Base pair stacking refers to the favourable interactions between neighboring 

base pairs which arise from van der Waals and hydrophobic contacts that optimize the 

water-insoluble areas of contact. In recent years stacking interactions has generated 

huge interest, where the stacked base pairs undergo π-π interactions due to overlap 

between the aromatic rings of the bases. Experimental studies reveal that stacking 

interaction has large effect on the structure and electronic properties of DNA 

(Hagerman and Hagerman, 1996; Yakovchuk et al., 2006). Stacking energy shows 

high sequence sensitivity and plays a key role in the stabilization of nucleic acid 

secondary structures.  

 

1.1.4 DNA- One molecule, many different helices 

 

 DNA displays a wide range of structures. A partial list of various types of 

structures depicting polymorphism of DNA is given in Table 1.1.2. In many cases the 

different types of structures result from relatively minor alterations in the helix 

structures, for example, the difference between the A and B conformations. However, 

there can be changes that are much more dramatic and differ radically from the double 

helix structure proposed by Watson and Crick. The two best examples of this class of 

structures are Z-DNA and parallel-stranded DNA. DNAs with random sequence are 

found only in A, B and C forms and materials with strictly repetitive oligonucleotide 

sequence can adopt in addition D, E and Z forms. At first the non-standard 

conformations were considered to be uncommon with little or no biological relevance. 

However, it now appears that most, if not all of the structures listed in Table 1.1.2 can 

and do exist in cells (Macgregor and Poon, 2003).  

 



 

 

Table 1.1.2: Different forms of DNA. 

 

Structure Description 

A-DNA 
Duplex isoform found in dehydrated environments. First fiber diffraction by Roselind Franklin was of A-DNA. Only 

isoform accessible to RNA and RNA/DNA duplexes. 

B-DNA Duplex isoform found in most biological environments. Original structure proposed by Watson and Crick. 

Z-DNA 
Left-handed duplex favoured by GC-rich sequence under high salt. Discovered in first single-molecule 

crystallographic structure of DNA (Wang et al., 1979) 

M-DNA 
Putative duplex isoform in which WC base pairs coordinate divalent ions (Zn

2+
, Ni

2+
 and Co

2+
) at alkaline pH. (Aich 

et al., 1999). Noted for electrical conductive properties. 

P-DNA 

Once postulated structure of DNA by Linus Pauling, with a interwound phosphate backbone and exposed bases 

(Pauling and Corey, 1953). Observed in positively supercoiled B-DNA duplex under a stretching force (Allemand et 

al., 1998). 

Triplex 
Three-stranded isoform formed by binding of a third strand to the major groove of a B-DNA duplex. Formed by two 

homopyramidine and one homopurine strands and favoured by low pH or high ionic strength. 

H-DNA 
Intramolecular triplex form composed of a hairpin duplex by one strand and Hoogsteen base pairing by another. 

Sequences exhibit mirror symmetry along the strands. 

G-quartet 
Four-stranded isoform supported by Hoogsteen base pairing among four guanine residues, coordinating a 

monovalent ion (e.g., K
+
, Na

+
, NH

4+
) 

Frayed wires 
Multistranded superstructures formed by oligonucleotides with long consecutive guanine runs (Protozanova and 

Macgregor, 1998). Non-guanine nucleotides branch out and may be functionalized. 
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1.1.4.1 Polymorphism in DNA Double Helix: 

 

 The most important feature of DNA is that it is usually composed of two 

polynucleotide chains that are held together by weak, non-covalent bonds between 

base pairs and twisted around each other in the form of a double helix (Figure 

1.1.12a). The backbone of each strand of the helix is composed of alternating sugar 

and phosphate residues; the bases project inwards. The two strands have the same 

helical geometry but base pairing holds them together with opposite polarity. These 

two backbones run in anti-parallel direction along the outer surface of a virtual 

cylinder containing the helix, in a spiraling motion and divide it into two unequal 

clefts, through which the base atoms are directly accessible to the external agents like 

solvent, ions, ligands and proteins. These helical clefts are termed as grooves, the 

larger one as major and the smaller one as minor groove, in the most stable 

polymorph of DNA occurring in the cellular environment; the B-DNA (Neidle, 2002). 

The edges of each base pair are exposed in the major and minor grooves, creating a 

pattern of H-bond donors and acceptors (Figure 1.1.12b) that are characteristic of the 

type of groove (Table 1.1.3). The minor groove is not as rich in chemical information 

because the A:T and T:A base pairs and G:C and C:G base pairs look similar to one 

another in the minor groove (“The Structures of DNA and RNA,” 2002). Moreover 

due to its small size minor groove is less able to accommodate ligands or amino acid 

side-chains. Groove width is defined as the shortest distance between phosphate 

groups on opposite strands minus the van der Waals diameter of a phosphate group, 

while groove depths are normally defined in terms of the differences in cylindrical 

polar radii between phosphorous and guanine N2 or adenine N6 atoms for minor and 

major grooves, respectively (Neidle, 2007). Environmental effects, such as relative 

humidity, salt concentration, nature of counter-ions, etc. direct the nucleic acid double 

helices to adopt different allomorphic conformations, out of which B-, A- and Z-

forms have been found naturally (Saenger, 1984) (Figure 1.1.13). 

 

Table 1.1.3: H-bond donor and acceptors that are exposed in the grooves of DNA. 

 Adenine Guanine Cytosine Thymine Uracil 

major groove N6, N7 C6, N7 N4 C4, C5 C4 

minor groove N3 N2, N3 C2 C2 C2 
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(a) 

 
(b) 

Figure 1.1.12: (a) DNA double helix with major and minor grooves. (b) The atoms of 

base pairs that are exposed in the major and minor grooves. 

 

 
Figure 1.1.13: From Left to Right, right-handed A-DNA, B-DNA 

and left-handed Z-DNA. 

 

 The DNA in cell under physiological conditions generally with more than 

92% relative humidity and in presence of alkali metal ions such as Na
+
, K

+
 adopts the 

right-handed B-form. It contains two polynucleotide strands that wind about a 

common axis with a right-handed twist. The helix diameter is 20Å and extends 34Å 

per 10 base pairs of sequence. The double helix makes one complete turn of 360º 

about its axis every 10.4-10.5 base pairs in solution. The planes of the bases are nearly 

perpendicular to the helix axis. B-DNA has two exterior grooves that run along with 

the sugar-phosphate backbones and the helix axis passing through the approximate 

centre of each base pair. The major groove is wider and the minor groove is narrow. 

Correlated variations of ε and ζ dihedral angles sometimes lead to different 

polymorphic forms of B-DNA, which are called BI and BII conformations (Drew et 

al., 1981). In BI like backbone conformations, the ε-ζ values lie near -90º, while for 
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BII form it is around 90º (Becker and Wang, 1989; Clark et al., 2000; Gupta et al., 

1980; Schneider et al., 1997). It has been seen that BII conformation also moves the 

bases giving rise to larger slide (2.5Å) and twist (45º). Several studies suggest that BII 

conformation may play an important role in several biological processes (Djuranovic 

et al., 2004; Reddy et al., 2003; van Dam et al., 2002; Wellenzohn et al., 2001).  

 When the relative humidity of the system is reduced to 75%, B-DNA 

undergoes a reversible conformational transition to the A-form. Conformational 

pathway for transition from B- to A-form is also clear from X-ray crystallography 

(Vargason et al., 2000). It was shown by fiber diffraction studies that A-DNA has a 

wider and flatter right-handed helical form with 11 base pairs per helical turn and a 

pitch of 28.2Å. The planes of the base pairs are inclined with respect to the helix axis 

by an angle of ~20º and moved away from the helix axis by ~4Å, which generates an 

axial hole in the conformation. The inclination associated with helical twist gives rise 

to a large positive roll angle between successive base pairs. This facilitates the 

opening of base pairs towards minor groove. Since its helix axis does not pass through 

the base pairs, A-DNA has a deep and narrow major groove and wider and shallow 

minor groove.  

 The crystal structure determination of d(CGCGCG) at multimolar NaCl 

concentration by Wang and co-workers revealed a left-handed double helix, which 

was termed as Z-DNA (Wang et al., 1979). Z-DNA has 12 WC base pairs per turn of 

the helix and a pitch of 45Å. In contrast to A-DNA, there is a narrow and deep minor 

groove and the major groove bulges out. The base pairs are flipped 180º relative to 

those in B-form, giving rise to inverse stacking, and the repeating unit in Z-DNA 

consists of two base pairs with alternating purines (Guanine) and pyrimidines 

(Cytosine) rather than a single base pair. The alternating Purine/Pyrimidine bases 

have different sugar pucker and glycosidic χ torsion angle. The lines joining the 

successive phosphate groups go after a zig-zag pathway around the helix axis. 

Formation of this structure is generally unfavourable, although certain conditions can 

promote it, such as, alternating Purine-Pyrimidine sequence (especially poly-d(GC)2), 

negative DNA supercoiling or high salt concentration (all at physiological 

temperature, 37°C, and pH 7.3-7.4). A high salt concentration stabilizes Z-DNA by 

reducing the otherwise increased electrostatic repulsions between closest approaching 

phosphate groups on opposite strands (8Å in Z-DNA, 12Å in B-DNA). The overall 

structural features in B-DNA, A-DNA and Z-DNA are summarized in Table 1.1.4.



 

 

Table 1.1.4: A comparison of A-DNA, B-DNA and Z-DNA. 

 A-DNA B-DNA Z-DNA 

    

Overall proportions Short and broad Longer and thinner Elongated and slim 

Rise per base pair 2.3Å 3.32Å 3.8Å 

Helix packing diameter 25.5Å 23.7Å 18.4Å 

Helix rotation sense Right-handed Right-handed Left-handed 

Base pairs per helix repeat 1 1 2 

Base pairs per turn of helix ~11 ~10 12 

Rotation per base pair 33.6° 35.9° -60° per 2 base pairs 

Pitch per turn of helix 24.6Å 33.2Å 45.6Å 

Tilt of base normals to helix axis +19° -1.2° -9° 

Base pair mean propeller twist +18° +16° ~0° 

Helix axis location Major groove Through base pairs Minor groove 

Major-groove proportions 
Extremely narrow but 

very deep 
Wide and of intermediate depth Flattened but out on helix surface 

Minor-groove proportions Very broad but shallow Narrow and of intermediate depth Flattened out on helix surface 

Glycosyl-bond conformation anti anti anti at C, syn at G 

Sugar pucker C3’- endo C2’- endo 
C: C2’- endo 

G: C2’- exo 

experimental conditions low humidity 

high humidity, most closely 

corresponds to the average 

structure of DNA under 

physiological conditions 

alternate purine-pyrimidine residues 

assume the left-handed conformation only 

in the presence of high concentrations of 

positively charged ions. 
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1.1.4.2 DNA Supercoiling  

 

 Physiological DNA can neither maintain the ideal B-form double helix nor 

remain as a straight rod within a cell of few microns in dimension. Moreover, in cells, 

the movement and conformation of the duplex DNA is constrained by its non-

covalent interactions with proteins or, as in case of bacterial genomes and plasmid 

DNAs, direct covalent joining to form a continuous circle. Contortions, known as 

supercoiling, helps the rigid DNA to wrap around proteins, such as histone octamers 

in nucleosomes, or to form non-standard structures required for several biological 

processes. The most important aspect of DNA supercoiling is the packaging of DNA 

double helices to form chromosomes in eukaryotic cells. This compaction allows a 

long DNA of ~2m length (approximately 6x10
9
 base pairs) to be fitted within the cell 

nucleus having dimensions 5-10 micrometers. The essential unit of DNA packaging is 

the nucleosome, where ~147 base pairs of DNA are wrapped around histone 

heterooctamer units in a left-handed manner (Kornberg, 1974; Luger et al., 1997). 

These nucleosomes are compacted by H1 histones to give rise to 30nm wide 

chromatin fibers (Thoma, Koller, & Klug, 1979; Zhou et al., 1998) (Figure 1.1.14a). 

The polynucleotide backbone is, of course, constrained by rigid bond lengths and 

angles and it can be twisted to only a limited extent. Thus, double-stranded DNA 

usually takes up over or under-twisted B-form in physiological environment due to 

bending and supercoiling, giving rise to strain in the backbones. Further coiling and 

folding of the chromatin fibres results in the highly condensed form of metaphase 

chromosomes with a DNA-to-chromosome packing ratio of approximately 10000:1. 

 DNA supercoils can be of two major types – (i) Plectoneme, a two-start right-

handed helix with terminal loops and (ii) Toroid, a one-start left-handed helix (Figure 

1.1.14b). In eukaryotes, DNA supercoiling exists on many levels of both plectonemic 

and toroidal supercoils, with the toroidal supercoiling proving most effective in 

compaction of DNA into nucleosomes (Bloomfield et al., 2000).  
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(a) 
 

(b) 
Figure 1.1.14: (a) Structure of nucleosome particle – histone octamer in gray, H1 

histone in green and DNA as red liquorice. (b) From Left to Right, Toroidal coiling 

and Plectonemic coiling.  

  

1.1.4.3 Triple Helical DNA 

 

 The first triple-stranded model for nucleic acid was proposed by Pauling and 

Corey in 1953 on the basis of X-ray crystallography data (Figure 1.1.15). In this 

model, three polynucleotide strands make up a helix with a seven nucleotide pitch; 

presumably the uncharged phosphates are localized close to the helix axis, while the 

bases are oriented outside the molecules (Soĭfer, 1996).  

 

 
Figure 1.1.15: A triple-helix DNA. 

 

 Since the original discovery of triple helical nucleic acids, a number of triplex 

DNA structures that form under various conditions in vitro and/or in vivo have been 

identified. Studies (Frank-Kamenetskii and Mirkin, 1995) show that structure of 

triplexes may vary substantially as- 

(i) Triplexes may consist of two pyrimidine and one purine strands (YR*Y) or of two 

purine and one pyrimidine strands (YR*R).  

(ii) Triplexes can be built from RNA or DNA chains or their combinations. 
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(iii) Triplexes can be formed within a single polymer molecule (intramolecular 

triplexes) or by different polynucleotides (intermolecular triplexes). 

(iv) Triplex formation may occur by a strand-switch mechanism (alternate strand 

triplexes) for special DNA sequences consisting of clustered purines and pyrimidines 

in the same strand. 

 The building blocks of YR*Y triplexes are the canonical CG*C and TA*T 

triads. To form such triads, the third strand must be located in the major groove of the 

double helix that is forming Hoogsteen H-bonds with the purine strand of the duplex. 

An important feature of the YR*Y triplexes is that formation of the CG*C triad 

requires the protonation of the N3 of cytosine in the third strand. Thus, such triplexes 

are favourable under acidic conditions (Frank-Kamenetskii and Mirkin, 1995). 

 YR*R triplexes are more versatile than YR*Y triplexes. Originally it was 

believed that they must be built from CG*G and TA*A triads. Later work however 

showed that TA*T triad may also be incorporated into the otherwise YR*R triplex. 

Moreover, the stability of triplexes consisting of alternating CG*G and TA*T triads is 

higher than that of triplexes built of CG*G and TA*A triads (Beal and Dervan, 1991). 

Thus, the term YR*R triplex, though routinely used in literature, is misleading with 

regard to the chemical nature of the third strand. Another notable difference between 

two triplex types is that reverse Hoogsteen base pairs are needed to form reasonable 

stacking interactions among CG*G, TA*A, and TA*T triads (Beal and Dervan, 

1991). Another novel feature of YR*R triplexes is that their stability depends 

dramatically on the presence of bivalent metal cations. Unlike the case of YR*Y 

triplexes, where the requirement for H
+
 ions has an obvious reason, the metal 

dependence of YR*R triplexes is an obscure function of the particular metal ion and 

the triplex sequence (Malkov et al., 1993). 

 Despite these differences, the YR*R triplexes are similar to YR*Y triplexes in 

their most fundamental features: (a) the duplex involved in triplex formation must 

have a homopurine sequence in one strand, and (b) the orientation of the two 

chemically homologous strands is anti-parallel. 

 In an intramolecular triplex or H-DNA structure, the third strand is provided 

by one of the strands of the same duplex DNA molecule at a mirror repeat sequence. 

Four isomers of intramolecular triplexes can exist depending on the strand that serves 

as the third strand. Intramolecular triplexes are also known as H-DNA or *H-DNA, 
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depending on whether the third strand of the triplex is pyrimidine- or purine-rich, 

respectively (Jain et al., 2008). 

 

1.1.4.4 Quadruple Helix DNA 

 

 Poly-guanine sequences fold into G-quadruplexes (Figure 1.1.16a) in 

presence of monovalent cations like Na
+
/K

+
 in vitro. These G-quadruplex structures 

can be attained by G-rich sequences of immunoglobulin switch regions, mutational 

hot spots, regulatory elements with oncogene promoters and telomeric regions. The 

G-rich 3’-overhangs of DNA can fold back and then dimerize to form hairpin loops 

that are stabilized by G-quartets (Sundquist and Klug, 1989), with four guanine bases 

involved in a planar four-stranded arrangement with G:G Hoogsteen base pairing 

(Hoogsteen, 1963). 

 In vitro, telomeric DNA has the ability to spontaneously undergo an 

intramolecular rearrangement and form a higher-ordered DNA structure called 

quadruplex DNA, and they have also been shown to form in vivo in some cases 

(Paeschke et al., 2005). There are various factors such as sequence, concentration of 

ions, etc. that determines how the quadruplex folds. Several structures of G-

quadruplex DNA have been solved by X-ray crystallography and NMR spectroscopic 

methods till date. Depending on the lengths of the oligomers and number of 

intervening thymine residues, quadruplex can be intramolecular, bimolecular or 

tetramolecular (Simonsson, 2001). Depending on how the individual runs of guanine 

bases are arranged in a bimolecular or intramolecular quadruplex, a quadruplex can 

adopt one of a number of topologies with varying loop configurations (Burge et al., 

2006). An in-depth structural study of G-quadruplexes formed by the G-rich region of 

human telomere has been performed in this thesis and the different topologies adopted 

by these quadruplexes have been compared using Molecular Dynamics Simulation 

techniques. A single non-telomeric G-quadruplex has also been studied. All these are 

discussed in details in Chapter II of this thesis. 

 

1.1.4.5 i-Motif 

 

 An i-motif (Figure 1.1.16a) is a four-stranded nucleic acid structure formed 

from C-rich sequences at acidic pH and consists of two parallel stranded duplexes 
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formed from hemi-protonated cytosines that intercalate. The basic unit of i-motif is 

the C:C
+
 base pair (Figure 1.1.16b), with one of the two cytosines protonated at N3 

positions, such that three H-bonds can be found between them (Gehring et al., 1993; 

Langridge and Rich, 1963). There are different possible I‐motif structures with 

different intercalation and looping topologies (Leroy et al., 1994; Phan & Leroy, 

2000). 

 

1.1.4.6 Holliday Junction 

 

 A Holliday junction (Figure 1.1.16a) is a mobile junction between four 

strands of DNA. The structure is named after Robin Holliday, who proposed it in 

1964 (Holliday, 1964) to account for a particular type of genetic information 

exchange, he observed in Yeast known as homologous recombination (Stahl, 1994). 

Holliday junctions are highly conserved structures, from prokaryotes to mammals 

(Constantinou et al., 2001). They are an intermediate in genetic recombination and 

also of importance in maintaining genomic integrity (Fu et al., 1994). In the absence 

of any metal ions and at low ionic strength the four-way junction assumes an extended 

square planar conformation, whereas in presence of magnesium and other polyvalent 

ions the junction adopts a folded X structure with tetrahedral geometry, in which the 

four duplex arms extending from the junction form two quasi-continuous DNA 

helices with base stacking retained through the cross-over point. 

 

 
(a) 

 
(b) 

Figure 1.1.16: (a) From Left to Right, Holiday Junction, quadruple helix DNA and i-

motif. (b) C-C
+ 

base pair in an i-motif. 
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1.1.5 RNA 

 

 RNA molecules have a long history and according to the RNA world 

hypothesis, origin of life is based on RNA molecules that store both the genetic 

information and catalyze their own replication. Numerous studies have demonstrated 

that the true catalogue of RNAs encoded within the genome (the “Transcriptome”) is 

more extensive and complex than previously thought (Frith et al., 2005; Kapranov et 

al., 2007; Mattick and Makunin, 2006). RNA molecules are considered to play an 

intermediary role in protein coding, carrying the genetic information from DNA to 

proteins. However, these coding RNAs or messenger RNAs account for only ~2.3% 

of the human genome, and therefore the vast majority of the transcriptome appears to 

be non-protein–coding (Frith et al., 2005). Apart from translation of proteins in 

ribosomes, such non-coding RNAs (ncRNAs) have been found to carry out diverse 

functions – from mRNA splicing and RNA modification to translational regulation. It 

is also observed that the proportion of transcribed non-coding sequences increases 

with developmental complexity of the organism (Frith et al., 2005). A few of the 

major types of coding and non-coding RNAs found within cells are: 

 (a) Messenger RNA (mRNA) 

 (b) Transfer RNA (tRNA) 

 (c) Ribosomal RNA (rRNA) 

 (d) Transfer Messenger RNA (tm RNA or SsrA) 

 (e) Signal Recongition Particle RNA (SRP RNA) 

 (f) Ribozyme 

 (g) Ribonuclease P (RNase P) 

 (h) Riboswitch 

 (i) Small Nuclear RNA (snRNA) 

 (j) Small Nucleolar RNA (snoRNA) 

 (k) MicroRNA (miRNA) 

 (l) Small Interfering RNA (siRNA) 

 Chemically, RNA is a close cousin of DNA. However, RNA is involved in a 

wide range of cellular activities that often require the molecule to fold into a specific 

structure in order to perform its targeted function. Thus, structurally and functionally 

it is more closely related to proteins than to DNA. 
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1.1.5.1 Structural Organization of RNA 

 

 RNA structure was once envisioned as a collection of relatively rigid stems 

comprised of WC base pairs and the single-stranded loops connecting these stems. 

However, at present it is established that RNA adopts structures that Harry Noller 

described in a 2005 Science review article as “breathtakingly intricate and graceful” 

(Noller, 2005). A comprehensive definition of an RNA structural motif should be 

based on and consist of not only base-pairing or secondary structure constraints, but a 

complete 3D description, including backbone conformation, all H-bonding and base-

stacking interactions, and sequence preferences. RNA structures are described at the 

sequence or primary structural level, followed by secondary, tertiary and quaternary 

levels.   

 RNA structures are described by the sequence at primary structural level. The 

next level of RNA structure (secondary structures) is the base pairing, which 

identifies both the base paired regions (helices) and non-paired regions. Tertiary 

structure describes the overall 3D conformation of a single molecule as determined by 

crystallography, NMR spectroscopy or modeling methods. The 3D structures are 

stabilized by long-range intramolecular interactions between basic secondary 

structural elements – helices and loops – to yield complex motifs, such as 

pseudoknots, ribose zippers, kissing hairpin loops, tetraloop-tetraloop receptor 

interactions, co-axial or pseudo-continuous helices.  

 In addition, a RNA structural motif may have co-factors such as metabolites, 

bound waters, metals or other ions, to support its conformation. The overall 3D 

structure of such a recurrent motif is largely independent of the context in which it is 

found. Moreover, RNA structural motifs are truly structural, and there may be several 

sequences that obtain the same structure (Hendrix et al., 2005).  

 

1.1.5.2 Secondary Structural Elements 

 

 Single-stranded RNA folds into a variety of secondary structural motifs and 

stabilized by both WC and unconventional base pairing. The common secondary 

structures that form the building blocks of RNA architecture include: bulges, base-

paired helices or “stems”, single-stranded hairpin or internal loops, and junctions 

(Figure 1.1.17). 
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Figure 1.1.17: RNA architecture including the bulges, hairpin stem, hairpin or 

internal loops, junctions and single-stranded region. 

 

1.1.5.2.1 Double Helix Stem 

 

 RNA forms double helix stem which consist of both WC and non-WC base 

pairs. The isosteric A:U and G:C base pairs give rise to uniform helical regions. 

However, insertion of non-WC base pairs that are non-isosteric cause disruption of 

normal helical conformation imparting several structural variations. The conformation 

of the RNA duplex is rigid, and its behaviour remarkably different in comparison to 

the DNA duplex.  

 The conformation of the RNA double helix has many features in common with 

A-DNA, and accordingly is known as A-RNA (Figure 1.1.18). The A-RNA is 11-fold 

helix, with a narrow and deep major groove, and a wide and shallow minor groove. 

The base pairs are inclined to and displaced from the helix axis. The helix shows an 

average helical twist of about 33° and an axial rise of about 2.8Å. The base pair step 

parameters of A-RNA differ significantly from that of DNA is clearly indicated by 

database analysis performed for both independent RNA and protein-bound RNA 

(Kailasam et al., 2014; Mukherjee et al., 2015). At higher ionic strength a slightly 

different 12-fold helix known as the A′-RNA is formed, having similar helical 

features (Arnott, 1999). The extra 2′-OH group in the sugar moiety in RNA 

nucleotides has a profound effect on the sugar pucker modes of the RNA double 

helix. Both A-RNA and A′-RNA show C3′-endo sugar pucker, since in other 

puckering modes 2′-OH group would clash with C8 (for purine) or C6 (for 

pyrimidine) of the attached bases. A double-helix RNA containing 16 base pairs has 

been simulated and its structural features including base pair and base pair step 
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parameters, torsion and pseudo-torsion angles, and grove widths have been reported 

in Chapter III of this thesis. 

 

 
Figure 1.1.18: A-RNA helix, similar to A-DNA. 

 

1.1.5.2.2 Hairpin Loops 

 

 Hairpins loops, or stem-loops, have unpaired nucleotides at the apex of a 

double-stranded stem (Tian et al., 2004) (Figure 1.1.19). They link the 5’- and 3’-

ends of a double helix and vary in length from 2 to 14 nucleotides. The most common 

and well-studied of these are the tetraloops (length=4) (Figure 1.1.19a). There are at 

least four types of tetraloops that are characterized by their sequence and conserved 

structures: GNRA (Correll and Swinger, 2003; Jucker et al., 1996; Jucker and Pardi, 

1995; Leontis and Westhof, 2002), UNCG (Cheong et al., 1990), ANYA (Convery et 

al., 1998; Klosterman et al., 2004; Rowsell et al., 1998) and (U/A)GNN (Butcher et 

al., 1997) (N represents any residue). In these tetraloops, a non-canonical base pair 

between the first and fourth nucleotides stabilize the stem-loop structure. In ribosomal 

RNAs, about 70% of the tetraloops belong to either GNRA or UNCG type. Other 

hairpin loop motifs include T-loop and D-loop motifs of tRNA. The D-loop (Figure 

1.1.19b) in tRNA is composed of 7 to 11 bases closed by a WC base pair. It contains 

the modified nucleotide dihydrouridine. The TψC-loop or T-loop (Figure 1.1.19b) 

contains thymine, a base usually found in DNA and pseudouracil (ψ) (Holbrook et al., 
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1978). There also exists lonepair triloops (LPTLs) (Figure 1.1.19c). These motifs 

contain a single ("lone") base-pair capped by a hairpin loop containing three 

nucleotides. The two nucleotides immediately outside of this motif (5' and 3' to the 

lonepair) are not base-paired to one another, restricting the length of this helix to a 

single base-pair. In ten out of twenty-four LPTLs, U:A occurs as the lonepair, while 

the remaining fourteen LPTLs contain seven different base-pair types. Only a few of 

these lonepairs adopt the standard WC base pairing, while the majority of the base 

pairs have non-standard conformations (Lee et al., 2003). 

 

1.1.5.2.3 Internal Loops or Bulges 

 

 Internal-loops in RNA are found where two double stranded RNA segments 

are separated by a few unpaired nucleotides or a few non WC base pairs. If the 

numbers of unpaired nucleotides on the two strands are equal, the loop is 

symmetrical, else it is asymmetrical. Asymmetrical internal-loops formed due to 

insertions on only strand are also known as bulges (Figure 1.1.20). The bulge can 

either stack into or out of the helix depending on the sequence context. Fully paired 

and stacked internal loops of up to eight non-canonical pairs have been structurally 

observed (Vallurupalli and Moore, 2003). Certain asymmetric internal loop motifs 

have been identified and characterized as resulting in sharp turns important for tertiary 

structure formation. These include the kink-turn, reverse kink-turn and hook-turn 

motifs. Other important structural motifs composed of internal loops are: C-

loop, docking-elbow, right-angle, sarcin/ricin loops (also called bulged-G motifs), 

twist-up motif and the UAA/GAN internal loop motif. 

 The Chapter III of this thesis includes studies involving three different single 

residue bugle RNA systems: one protruding out from the helix, another intercalated 

within the duplex and the last one involves in formation of a base-triple inside the 

helix. 

 

 

https://en.wikipedia.org/wiki/RNA


Chapter I Section I: Nucleic Acids 

Page | 34  
 

 

(a) 

 

(b) 

 

(c) 

Figure 1.1.19: (a) UNCG tetraloop. (b) D-loop and T-loop. (c) Lonepair triloop. 

 

 
Figure 1.1.20: Bulge formed by a single unpaired residue. 
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1.1.5.2.4 Junctions 

 

 Junctions (Figure 1.1.21) are formed by intersection of three or more double 

helices. The double helices are separated by single-stranded sequences of zero or 

more residues known as linkers. Junctions have not yet been extensively studied; 

however, some generalizations have been made for the more common three-way and 

four-way junctions (Lilley, 1998, 2000). Although Common examples of junction 

loops are found in tRNAs and hammerhead ribozymes. The tendency for pairwise 

coaxial stacking of helical arms, the importance of metal ion interaction in the 

induction of tertiary folding, and the importance of hairpin or internal loop-loop 

interactions in the stabilization of tertiary structures are prominent features of junction 

loop architecture (Lescoute and Westhof, 2005; Penedo et al., 2004). 

 

 
Figure 1.1.21: From Left to Right, 2-way 3-way and 4-way junctions. 

 

1.1.5.3 Tertiary Structural Elements 

 

 Francis Crick wrote “tRNA looks like Nature’s attempt to make RNA do the 

job of a protein” in his 1966 paper in the Cold Spring Harbor Symposium on 

Quantitative Biology. RNA chains fold into unique 3D structures that act similarly to 

globular proteins. The tertiary structure of RNA is its precise 3D structure, as defined 

by the atomic coordinates. It is dominated by limited interactions of motifs formed by 

the secondary structural elements. 

 

1.1.5.3.1 Pseudo-continuous Helix 

 

 Bulge size can range from a single unpaired residue to several unpaired 

nucleotides. When the bulge size is several residues long, so that it appears to be 
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formed by two different parts of the RNA chain, it is considered to be a pseudo-

continuous helix or coaxial stack. Thus, a pseudo-continuous helix is formed by 

stacking of two helical stretches aligned along the same axis with one continuous 

strand. Coaxial stacking or inter-helical stacking may occur via a single base or a base 

pair bridge at the interface between two helices (Kim et al., 1974). They are highly 

stabilizing and dominant in several RNA structures: tRNAs, group I and group II 

introns, ribosomal RNAs etc. (Murphy et al., 1994; Quigley and Rich, 1976; Toor et 

al., 2008). The helical stretches taking part in the formation of coaxial stack often 

have one of the strands in common. In addition to bulges, the Chapter III of this thesis 

also contains structural analysis of few pseudo-continuous helices containing WC and 

non-WC base pairing at the coaxially stacked junction region. 

 

1.1.5.3.2 Pseudoknots 

 

 A pseudoknot motif (Figure 1.1.22a) forms when a single-stranded loop base, 

pairs with a complementary sequence outside of this loop and folds into 3D structure 

by coaxial stacking (Echols, 2001). One example of a pseudoknot motif is the highly 

stable Hepatitis Delta virus ribozyme, in which the backbone shows an overall double 

pseudoknot topology (Ferré-D’Amaré et al., 1998). Mutations in the pseudoknot 

region are involved in the human genetic disease, dyskeratosis congenital. Several 

important biological processes depend on RNA molecules that form pseudoknots. For 

example, the telomerase RNA component contains a pseudoknot that is critical for its 

activity (Chen and Greider, 2005). The pseudoknot region of RNase P is one of the 

most conserved elements in all of evolution.   

 

1.1.5.3.3 Kissing Loop/Kissing-Stem Loop Interactions 

 

 RNA kissing stem-loop interactions, also called loop-loop pseudoknots are the 

single-stranded loop regions of two hairpins that interact through base pairing, 

forming a composite, coaxially stacked helix (Chang and Tinoco, 1994; Ennifar et al., 

2001). This structure allows all of the nucleotides in each loop to participate in base-

pairing and stacking interactions. This motif was visualized and studied using NMR 

analysis by Lee and Crothers (Lee and Crothers, 1998).  
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1.1.5.3.4 Tetraloop-Tetraloop Receptor Interaction 

 

 Tetraloop-receptor interactions combine base pairing and stacking interactions 

between the loop nucleotides of a tetraloop motif and a receptor motif located within 

an RNA duplex, creating a loop-helix type of tertiary contact that stabilizes the global 

tertiary fold of an RNA molecule. Such interactions are critical for proper helical 

packing within the molecule (Major and Griffey, 2001). The main function of 

tetraloop-tetraloop receptor seems to be the creation of long-range tertiary interactions 

with certain types of stem-loop structures (Young and Silverman, 2002). The 

sequence of the tetraloop and its receptor often co-vary so that the same type of 

tertiary contact can be made with different isoforms of the tetraloop and its cognate 

receptor (Michel and Westhof, 1990). 

 

1.1.5.3.5 A-Minor Motif 

 

 The A-minor motif is one of the most abundant long-range interactions in 

large RNA molecules. The host duplex is often a G-C base pair (Ban et al., 2000). In 

this motif, single-stranded adenines make tertiary contacts with the minor grooves of 

RNA double helices by H-bonding and van der Waals interactions. The motif is 

stabilized by both base-base interactions and nucleoside-nucleoside interactions.  

 There are four subtypes (Figure 1.1.22b) depending on the position of the O2' 

and N3 of the donor adenine with respect to the O2' of the interacting WC base pair: 

(i) in the rarest form of motif, the N3 of the Ade (or other) residue is at the opposite 

side of the O2' of far strand of the receptor helix (Type 0), (ii) the O2' and N3 atoms 

of the A residue are inside the minor groove of the receptor helix (Type I). This is the 

most abundant A-minor motif type and the inserted base for this interaction must be 

an adenine, (iii) The N3 atom of the A residue is inside the minor groove and the O2’ 

is directed away from the O2’ of near strand (Type II). The inserted base for this 

interaction must be an adenine, and (iv) both the O2' and N3 of the A (or other) 

residue are positioned away from the near strand O2' of the receptor helix (Type III) 

(Nissen et al., 2001).  
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(a)  

(b) 

Figure 1.1.22: (a) A pseudoknot. (b) Four subtypes of A-minor motif as taken from 

(Nissen et al., 2001). 

 

1.1.5.3.6 Ribose zipper motif 

 

 Helix-helix interactions are often formed by “ribose zippers” involving H-

bonding between the 2’-OH of a ribose in one helix and the O2 of a pyrimidine base 

(or the N3 of a purine base) of the other helix between their respective minor groove 

surfaces (Carell, 2004). In practically all ribose zippers, the 2'-OH of adenines interact 

with the nitrogenous bases of cytosines and/or guanines and their respective 2'-OH 

(Pley et al., 1994). Ribose zippers allow a bridging connection between two distinct 

RNA chain segments within the same domain or between different domains (Tamura 

and Holbrook, 2002). These interactions involve the linking of looped chain segments 

with stem or stem-like structures. They are found in several functional types of RNA– 

ribozymes, riboswitches, tRNAs, ribosomal subunits and signal recognition particles. 
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1.2.1 Protein 

 

 Like DNA and RNA, proteins too are polymeric biomolecules, but consist of 

repetitive monomeric units of amino acids. Proteins are more dynamic than nucleic 

acids because of the larger types of residues involved, increased structural flexibility 

and lower charge density of the polypeptide backbone. Proteins are structurally 

complex but functionally by far the most sophisticated. Proteins are the chief actors 

within a cell, acting as enzymes, structural components, membrane components, 

templates, substrates and products of many reactions. Protein function expands into a 

wide range including, including catalyzing metabolic reactions, DNA replication, 

responding to stimuli, enzymatic catalysis, providing rigidity and mechanical support 

to nuclei, transmission of nerve impulses,  and transporting molecules from one 

location to another, etc. The proteins we observe in nature have evolved through 

selective pressure to perform specific functions. Proteins occur in a large variety; 

thousands of different types, ranging from relatively small peptides to huge polymers 

with molecular weights in millions. The structure and chemistry of each protein has 

been developed and fine-tuned over billions of years of evolutionary history (Nelson, 

2004). Long stretch of specific amino acids that form a protein determines its 3D 

shape which then determines its function. A comparative structural study of the wild-

type and mutant lamin A protein involving its C-terminal immunoglobulin-fold (Ig-

fold) domain is reported in Chapter IV of this thesis.  

 

1.2.1.1 Basic Structure of Protein 

 

 Proteins are polypeptides formed from specific sequence of closely placed 

amino acids that are linked to each other through covalent peptide bonds, hence the 

name polypeptide. The amino acid sequence in a polypeptide chain directs the 

structure of a protein by generating compact domains with specific 3D pattern. 

 An amino acid residue is defined by an amino group and a carboxyl group 

connected to an alpha carbon to which is attached a hydrogen atom and a side-chain 

group R (Figure 1.2.1). The smallest amino acid, glycine, has hydrogen atom in place 

of the R-group, whereas the others have distinctive R groups. In a protein, amino 

acids are connected by peptide bonds (Figure 1.2.2), which are formed by the 

https://en.wikipedia.org/wiki/Enzyme_catalysis
https://en.wikipedia.org/wiki/DNA_replication
https://en.wikipedia.org/wiki/Cell_signaling
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condensation of carboxyl (–COOH) group of one amino acid and the amino group (–

NH2) of the next. A peptide consists of a small number of amino acids and a longer 

chain of amino acids joined in this manner is called a polypeptide. The term protein 

usually is used to describe the functional unit, which may consist of one or more 

peptide chains. The direction of the polypeptide chain is defined according to the 

orientation of the peptide bonds. The amino acid at one end of the chain having a free 

–NH2 group, forms the amino- or N-terminal. The amino acid at the other end has a 

free –COOH group, which forms the carboxyl- or C-terminal (Figure 1.2.2).  The 

protein sequences are conventionally written from N-terminus to C-terminus. 

 

 
Figure 1.2.1: An amino acid residue. Glycine has H in place of R-group. 

 

 
Figure 1.2.2: A polypeptide chain containing amino acids connected by peptide 

linkages. The N- and C-termini have free –NH2 and –COOH groups, respectively. 

 

 There exist twenty different types of amino acids which are classified into 

three different classes on the basis of chemical nature of the side-chain: the first class 

comprises of amino acids with strictly hydrophobic side-chain: Ala, Val, Leu, Ile, 

Phe, Trp, Pro and Met; the second class consist of the four amino acids having 

charged residues Asp, Glu, Lys and Arg; and the third class comprises those with 

polar side-chain, i.e. Ser, Thr, Cys, Asn, Gln, His and Tyr. The simplest amino acid 

glycine (Gln) has special properties and is usually considered either to form a fourth 

class or to belong to the first class. All amino acids with exception of glycine are 
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chiral molecules and can exist in two different forms: the L and D forms. Biological 

systems can recognize chirality, hence all the amino acids forming in protein are in L-

form. Moreover, these amino acids can also be classified into five classes depending 

on the polarity of the –R group (Figure 1.2.3) (Nelson, 2004).  The distinct property 

of these side-chains (–R groups) play significant role in biomolecular interaction and 

recognition. 

 

 
Figure 1.2.3: The 20 amino acids have been classified into five categories as 

described in (Nelson, 2004). 

 

 The Danish biochemist Kai Linderstrom-Lang coined the terms “primary”, 

“secondary” and “tertiary” structure to emphasize the structural hierarchy in proteins. 

In fact, for monomeric proteins having one chain, there are three hierarchical levels of 

structure, while for multimeric proteins comprising of many chains, there is yet 

another level of structure known as the “quaternary” level. A brief description of the 

structural hierarchy in proteins is provided below (Branden and Tooze, 1992). 
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1.2.1.2 Primary Structure 

 

 Primary structure of protein is basically the arrangement of amino acid 

residues along a linear polypeptide chain from N-terminal to C-terminal. The primary 

structure of a protein is determined by the gene corresponding to the protein. The 

formation of successive peptide bonds during protein synthesis generates a “main-

chain” or “backbone”. The differences amino acids in the sequence profoundly 

influence protein stability and function. 

 The protein main-chain can be divided into peptide repeating units, each 

ranging from one C atom to the next C atom (Figure 1.2.4a). Since the peptide 

units are effectively rigid and linked into a chain by covalent bonds formed by the C 

atoms, the only degrees of freedom they have are rotations around the C-C and N-C 

bonds. By convention, the angles of rotation around the N-C and C-C bonds are 

called phi (ϕ) and psi (ψ), respectively (Figure 1.2.4a). In this way each amino acid 

residue is associated with two conformational angles,  and . A third possible 

torsion angle within the protein backbone (called omega, ω) is essentially flat and 

fixed to 180° (the typical trans case). This is due to the partial double-bond character 

of the peptide bond, which restricts rotation around the C-N bond containing C, O, N 

and H atoms in the peptide plane between two successive C-atoms. In case of X-

Proline (X is any amino acid), the peptide is often in cis orientation and ω is restricted 

0°. Since these are the only degrees of freedom, conformation of the main-chain of the 

polypeptide is completely determined when the torsion angles: ,  and ω are 

determined with high accuracy for each amino acid.    

 With the objective of finding stable conformations G. N. Ramachandran 

(Ramachandran et al., 1963) used computer models of small polypeptides of two 

linked peptide units and systematically varied the  and  angles. Atoms were treated 

as hard spheres with dimensions corresponding to their respective van der Waals 

radii. For each conformation, the structures were examined for close contacts and 

other steric interactions. This severely restricted the variety of 3D arrangements of 

atoms (or conformations) possible. The Ramachandran plot provides an overview of 

allowed and disallowed regions of torsion angles. Torsion angles are the most 

important local structural parameters that control protein folding, and if we would 

have a way to predict the Ramachandran angles for a particular protein, we would be 
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able to predict its 3D folding. In the Ramachandran plot (Figure 1.2.4b) the white 

area corresponds to sterically disallowed conformations for all amino acids except 

glycine, which lacks a side-chain. The red region corresponds to conformations that 

are allowed namely: the alpha-helix and beta-sheet. The yellow area depicts the 

allowed regions if slightly shorter van der Waals radii are used in the calculations, i.e. 

the atoms are allowed to come a little closer. This brings out an additional region, 

which corresponds to the left-handed alpha-helix. L-amino acids cannot form 

extended regions of left-handed helix but occasionally individual residues adopt this 

conformation.  

 The side-chain dihedral angles of proteins are denoted as χ1-χ5, depending on 

the length of the side-chain. The χ1 dihedral angle is defined by atoms N-C
α
-C

β
-C

γ
, 

the χ2 dihedral angle is defined by atoms C
α
-C

β
-C

γ
-C

δ
, and so on. The side-chain 

dihedral angles tend to cluster near 180°, 60°, and -60°, which are called the trans, 

gauche
+
, and gauche

−
 conformations. The choice of side-chain dihedral angles is also 

affected by the associated backbone and neighbouring side-chain dihedrals. 

 

 

(a) 

 

(b) 
Figure 1.2.4: (a) Peptide repeating units, each ranging from one C-atom to the next 

C-atom. The ω, ϕ and ψ torsion angles are shown. (b) Ramachandran Plot. 
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1.2.1.3 Secondary Structure 

 

 Secondary structure of a protein refers to the regular recurring arrangement of 

adjacent amino acids of a polypeptide chain in space, stabilized by H-bonds formed 

between amine hydrogen (N-H) and carbonyl oxygen (C=O) atoms contained in the 

backbone of the protein without involving the side-chains of the amino acids. The 

secondary structure to some extent is determined by the amino acid primary sequence. 

Polypeptide chains are not free to take up any random 3D structure. Steric constraints 

and many weak interactions demand that only some arrangements are energetically 

allowed. The classic secondary structural elements: -helix and -sheet are the two 

regular folding patterns often found in proteins. Certain amino acids favour -helices 

and some -sheets, while others favour formation of loop (coil/unstructured region). 

 

1.2.1.3.1 α-Helix 

 

 The -helix is an important element of protein secondary structure. Linus 

Pauling initially predicted from the crystallographic analyses of the structures of a 

range of small molecules, that it would be stable and energetically favourable in 

proteins. The α-helix is generated when a single polypeptide chain twists around on 

itself to form a rigid cylinder (Figure 1.2.5a) and all the ϕ, ψ angles are 

approximately -60
o
 and -50

o
 respectively, corresponding to the allowed region in the 

bottom left quadrant of the Ramachandran plot. The stability of α-helix is affected by 

total dipole moment of the entire helix due to individual dipoles of the C=O groups 

involved in H-bonding. Stable α-helices typically end with a charged amino acid to 

neutralize the dipole moment. The α-helix has 3.6 residues per turn along with a rise 

of 1.5Å along the helical axis, with H-bond between C=O of residue “n” and N-H of 

residue “n+4” for several consecutive values of n. Thus, all N-H and C=O groups are 

engaged in H-bonds except the first three N-H and the last three C=O groups of the α-

helix (Figure 1.2.5a). As a result, the ends of polar -helices are at the surface of 

protein molecules almost always.  

 The amino acids that make up a particular helix can be plotted on a helical 

wheel, a representation that illustrates the helix structure by projection of the Cα 

backbone. Often in globular proteins, an alpha helix will exhibit two "faces": one 

https://en.wikipedia.org/wiki/Amine
https://en.wikipedia.org/wiki/Carbonyl
https://en.wikipedia.org/wiki/Helical_wheel
https://en.wikipedia.org/wiki/Helical_wheel
https://en.wikipedia.org/wiki/Globular_protein


Chapter I Section II: Protein 

 

Page | 46  
 

containing predominantly hydrophobic amino acids oriented toward the interior of the 

protein, in the hydrophobic core, and one containing predominantly polar amino acids 

oriented toward the solvent-exposed surface of the protein. 

 The α-helices which are loosely or tightly coiled with respect to the standard 

helix, involving H-bonding of residue “n” to residues “n+5” or “n+3” instead of 

“n+4” are called the π helix and 310 helix, respectively. The 310 helix has three 

residues per turn and contains ten atoms between the H-bond donor and acceptor, 

hence its name. Both the π and 310 helices occur rarely and usually only at the ends of 

α-helices or as single turn helices. These are not energetically as favourable as the α-

helix, since the backbone atoms are either tightly or loosely packed compared to the 

regular helix and the H-bonds are not linear. 

 In proteins, the α-helix is generally right-handed, since a left-handed helix 

with L-amino acids will result in close contact of the side-chains and C=O groups. 

However, short stretches of left-handed -helices (3-5 residues) can occur 

occasionally with glycin residues which do not have bulky side-chain. Under certain 

cellular environment, the arrangement of protein structure is such that, the hydrophilic 

polypeptide backbone is H-bonded to itself in the α-helix form and thus, shielded 

from the hydrophobic lipid environment of the membrane by its protruding non-polar 

side-chains. In others, the helices wrap around each other to form a particular stable 

structure, known as a coiled-coil. This structure can form when the two (or in some 

cases three) α-helices have most of their hydrophobic side-chains facing another set of 

non-polar residues of the nearby helix, so that they can twist around each other with 

these side-chains facing inward. In globular proteins the length of the -helices vary 

considerably, ranging from 4-5 amino acids to over 40 residues. 

 

1.2.1.3.2 β-Sheet and β-Bulge 

 

 β-sheet: In contrast to α-helix, which involves a continuous region of 

polypeptide chain, the β-sheets are assembled from a combination of several regions 

of the polypeptide chain. A β-sheet is formed from several β-strands which are usually 

5-10 residues long and are “pleated” with C atoms successively a little above and 

below the plane of the -sheet. The polypeptide chains involved are in an almost fully 

extended conformation with the ϕ,ψ angles lying within the broad structurally allowed 

https://en.wikipedia.org/wiki/Hydrophobic
https://en.wikipedia.org/wiki/Hydrophobic_core
https://en.wikipedia.org/wiki/Polarity_(chemistry)
https://en.wikipedia.org/wiki/Solvent
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region in the upper left quadrant of the Ramachandran plot (ϕ, ψ ≈ -80
o
,+150

o
). These 

β-strands are aligned in adjacent positions to form H-bonds between C=O group of 

one β-strand and N-H group of an adjacent, or vice versa. The -strands can interact 

in two ways to form two different pleated β-sheets having distinctive H-bonding 

pattern: (i) all the amino acids in the aligned -strands run in the same biochemical 

direction, N-terminal to C-terminal, in which case the sheet is described as “parallel” 

or (ii) the amino acids in successive strands have alternating directions as a 

polypeptide chain can folds back and forth upon itself, in which case the sheet is 

called “anti-parallel” (Figure 1.2.5b). Parallel β-structure almost never occurs in 

sheets of less than five total strands, whereas anti-parallel β structure often occurs as a 

twisted ribbon of just two strands. Both the parallel and anti-parallel β-sheets form 

very rigid structures, held together by H-bonds that connect the peptide bonds in 

neighbouring chain. In both these forms, the side groups along each strand alternate 

above and below the sheet, while side groups opposite one another on neighboring 

strands extend to the same side of the sheet and are quite close together. These close 

side-chain pairs on neighboring strands show preferences for having hydrophobic 

groups together, unlike charges together, and branched β-carbons next to unbranched 

β-carbons (in anti-parallel sheet).  

 The -strands can also combine into mixed -sheets with a mixture of parallel 

and anti-parallel strands (Figure 1.2.5b). Almost all -sheets, whether they are 

parallel, anti-parallel or mixed, have the same right-handed twisted strands. 

  The β-sheets in general show a tendency toward greater hydrophobicity for 

the central than for the edge strands of the sheet (Sternberg and Thornton, 1977). 

Parallel β-sheets and the parallel portions of mixed sheets are always thoroughly 

buried, with other main chain (often α-helices) protecting them on both sides. Anti-

parallel sheets, on the other hand, typically have one side exposed to solvent and the 

other side buried, so that they often show an alternation of side-chain hydrophobicity 

in the amino acid sequence (Richardson, 1981) . Moreover, the parallel β-structure is 

less stable because the geometry of the individual amino acid molecules forces the H-

bonds to occur at an angle, making them longer and thus weaker. Contrarily, in the 

anti-parallel arrangement the H-bonds are aligned directly opposite each other, 

making for stronger and more stable bonds (Richardson, 1977).  
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 β-bulge: The β-bulge (Richardson et al., 1978) is a small piece of non 

repetitive structure that most often occurs, and is most easily visualized, as an 

irregularity in anti-parallel β-sheet. It is defined as a region between two consecutive 

β-type H-bonds that includes two residues on one strand opposite a single residue on 

the other strand. Bulges can slightly affect the directionality of the polypeptide chain. 

β-bulges can be classified into several different types, but the most common is the 

“classic” β-bulge, which occurs between a narrow pair of H-bonds on anti-parallel 

strands and has the side-chains of all three amino acid residues on the same side of the 

β sheet. 

 A globular protein containing anti-parallel β-sheets and β-bulges has been 

studied by simulations and reported in Chapter IV of this thesis. 

 

1.2.1.3.3 Loop Regions 

 

 Most protein structures consist of a combination of secondary structure 

elements (-helices and -strands) connected by loop regions (unstructured region) of 

various lengths and irregular shapes. A combination of secondary structure elements 

forms the stable hydrophobic core of the protein molecule. The main chain C=O and 

N-H groups of the loop regions, which in general are not involved in H-bonding, are 

exposed to the solvent and can form H-bonds to water molecules. Usually, the 

exposed loop regions are rich in charged and polar hydrophilic residues. When 

homologous amino acid sequences from different species were compared, it was 

found that insertions and deletions of a few residues occur almost exclusively in the 

loop regions. Analysis of known 3D structures of loops has shown that the loop 

region falls into a limited set of structures and are not at all random. Loop regions that 

connect two adjacent anti-parallel -strands are called hairpin loops (Figure 1.2.6a). 

Short hairpin loops are generally called reverse turns or simply turns. Type I and Type 

II turns (Figure 1.2.6b) are two of the most frequently occurring turns. The Type II 

turn usually has a glycine residue as the second of the two residues in the turn. Long 

loop regions are often flexible and can frequently adopt several conformations, 

making it difficult to be characterized by X-ray structure and NMR studies. Such 

loops are frequently involved in protein function and can switch from an “open” 
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conformation, which allows access to the active site, to a “closed” conformation, 

which shields reactive groups in the active site from water. 

 

 

(a) 
 

(b) 

Figure 1.2.5: (a) The α-helix. (b) The anti-parallel, parallel and mixed β-sheets. 

 

 

(a) 
 

(b) 

Figure 1.2.6: (a) Hairpin loop. (b) From Left to Right, Type I and Type II hairpin 

loop. 
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1.2.1.4 Supersecondary Structures or Motifs 

 

 Simple combinations of few secondary structure elements with a specific 

geometric arrangement occur frequently in protein structures. These units are called 

either supersecondary structures or motifs. Some of these motifs are associated with a 

particular function such as DNA binding, while others have no specific biological 

function alone but are a part of larger structural and functional assemblies (Branden 

and Tooze, 1992). 

  The simplest motif with a specific function consists of two α-helices joined by 

a loop region. Two such motifs, each with its own characteristic geometry and amino 

acid sequence, have been observed as parts of many protein structures. One of these 

motifs, called the helix-turn-helix (HTH) motif (Figure 1.2.7a), is specific for DNA 

binding. Another motif called the EF hand motif (Figure 1.2.7a) is specific for 

calcium binding and is present in parvalbumin, calmodulin, troponin-C and thereby 

regulate cellular activities. 

 The simplest motif involving β-strands is adjacent anti-parallel strands joined 

by a loop, called the hairpin β-motif. These occur quite frequently in protein structure 

and are present in most anti-parallel β-structures both as isolated ribbons and part of 

the more complex β-sheets. Another motif involving β-strands is the Greek key motif, 

which is found in anti-parallel β-sheets where four adjacent β-strands are arranged in 

a pattern resembling the topology of a Greek key. This motif has not yet been 

associated with any specific function, but occurs frequently in protein structures. The 

polypeptide chain connecting two parallel β-strands should cross from one end to the 

other and such crossovers are frequently made by α-helices. The polypeptide chain 

must turn twice using loop regions and the motif that is formed is thus, a β-strand 

followed by a loop, α-helix, another loop, and finally, the second β-strand. This motif 

is known as the β-α-β motif and is found as part of almost every protein structure that 

has a parallel β-sheet. The Rossmann fold is one such β-α-β motif found in proteins 

that bind nucleotides, such as cofactor FAD, NAD and NADP (Hanukoglu, 2015). 

The core of many proteins contains extensive regions of β sheet. A large β-sheet 

sometimes twists and coils to form a closed structure in which the first strand is H-

bonded to the last. This type of structure is known as β-barrel and the β-strands are 

typically arranged in an anti-parallel fashion. Another supersecondary structure is β-
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meander motif. Diagrammatic representations of almost all possible supersecondary 

structures are given in (Figure 1.2.7b). 

 

1.2.1.5 Tertiary Structure 

 

 The tertiary structure of a protein refers to its geometric shape given by full 

3D organization of a polypeptide chain. Unlike the secondary structure of polypeptide 

chain, which is determined by short-range interactions of backbone amino acid 

residues, the tertiary structure is conferred by longer range aspects and encompasses 

the efficient packing of several different side-chains along the polypeptide backbone. 

Cross-linkage between multiple linear polypeptide chains is mostly observed via 

disulfide bonds (S-S bonds). Only the cysteine amino acid is capable of forming a 

disulfide bond. These bonds are responsible for stabilizing the globular structure of a 

protein and are the strongest intramolecular interaction that a protein can possess. 

These are one of the major forces responsible for holding proteins in their respective 

conformations and therefore play an important role in protein folding and stability. 

Thus, the protein tertiary structure is formed by packing several secondary structural 

elements and motifs into one or several compact globular units, called domains. A 

domain is a fundamental unit of organization. A structural domain is a unit of the 

tertiary structure and the functional domains are the ones acting as functional units. In 

many cases they also act as functional units and are called as functional domains.  

 The complete folded 3D structure of a protein may comprise of a single 

domain or as many as several dozen domains. On the basis of simple considerations 

of connected motifs, Levitt and Chothia derived taxonomy of protein structures and 

classified domain structures into three main groups: (i) α-domains, (ii) β-domains and 

(iii) α/β domains (Figure 1.2.8) (Levitt and Chothia, 1976). 

 In α-domains the core is built up exclusively of α-helices; in β-domains the 

core comprises of β-sheets and are usually two β-sheets packed against each other. On 

the other hand α/β domains are made from predominantly parallel β-sheets surrounded 

by α-helices. Some proteins are built up from a combination of discrete α and β motifs 

and usually form one small anti-parallel β-sheet in one part of the domain packed 

against a number of α-helices. These structures can be considered as a fourth category 

called α+β domain. In addition to these four groups, there are proteins that are 

strongly influenced by the presence of metal ions and disulfides and often look like 
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distorted versions of more regular proteins (Branden and Tooze, 1992). Each different 

combination of domains is known as a protein fold. So far, about thousand different 

protein folds have been identified from the ten thousand proteins whose detailed 

conformations are known. 

 

 

(a) 

 

(b) 
Figure 1.2.7: (a) From Left to Right, HTH motif and EF motif. (b) β-α-β, Greek key, 

β-meander and β-barrel motifs. 

 

 
Figure 1.2.8: An α/β-motif. 
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1.2.1.6 Quaternary Structure 

 

 The proteins containing more than one polypeptide chain exhibit a fourth level 

of structural organization. Each polypeptide chain in such a protein is called a subunit. 

Quaternary structure refers to the spatial arrangement of these subunits and the nature 

of their interactions.  There are two major categories of proteins based on quaternary 

structure - fibrous and globular. The simplest quaternary structure is a dimer, 

consisting of two identical subunits. This organization is present in the DNA-binding 

CRO-repressor protein found in a bacterial virus called λ. More than one type of 

subunits, often in variable numbers can be present in a quarternary structure. For 

example, human haemoglobin consists of two subunits of same type (designated as α) 

and two subunits of another type (designated as β). The subunits can function either 

independently of each other, or cooperatively such that the function of one subunit is 

dependent on the functional state of others. A variety of bonding interactions 

including H-bonding, salt bridges, and disulfide bonds hold the various subunits into a 

particular 3D conformation.  

 In case of globular proteins, the polypeptide chain folds up into a compact 

shape like a ball with an irregular surface. Enzymes tend to be globular, even though 

many are large and complicated, with multiple subunits, most have an overall rounded 

shape. In contrast, there are proteins that play such roles which require each 

individual protein molecule to span a large distance. Thus, these proteins generally 

have a relatively simple, elongated 3D structure and are commonly referred to as 

fibrous proteins. Fibrous proteins are especially abundant outside the cell, where they 

are the main component of the gel-like extracellular matrix that helps to bind 

collections of cells together to form tissues. As for example, collagen, the main 

structural protein of the various connective tissues in animals has elongated fibril 

form and is mostly found in fibrous tissues such as tendons, ligaments and skin.  

 The same principles that enable a protein molecule to associate with itself to 

form rings or filaments operate to generate much larger structures in the cell - 

supramolecular structures such as enzyme complexes, ribosomes, protein filaments, 

viruses, and membranes. The information required for formation of the complex 

assemblies of macromolecules in cells must be contained in the subunits themselves, 

because purified subunits can spontaneously assemble into the final structure under 
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the appropriate conditions. The formation of protein 3D conformation from primary 

amino acid sequence to a quaternary structure is depicted pictorially in Figure 1.2.9. 

 

 
Figure 1.2.9: The journey of protein quaternary structure formation starting from 

primary amino acid sequence. 

 

1.2.2 Globular Protein 

 

 On the basis of solubility, function and 3D shape, proteins may be classified as 

fibrous, membrane or globular. Globular proteins or spheroproteins are spherical and 

somewhat water-soluble (forming colloids in water), unlike the fibrous or membrane 

proteins. The spherical structure of a globular protein is induced by its tertiary 

structure such that hydrophobic amino acids are placed towards the protein’s interior 

whereas hydrophilic or polar amino acids protrude outwards allowing dipole-dipole 

interactions with the solvent, accounting for the protein's solubility. Furthermore, the 

polar side-chains of amino acids tend to exert strong attractive forces toward other 

polar groups within the protein molecule, or toward polar molecules in the protein's 

surroundings. Similarly, non-polar side-chains exert attractive toward other non-polar 

side-chains within the protein. The shape assumed by a globular protein molecule 

tends to maximize both types of attractive forces, whereby non-polar side-chains 

"point" inward and interact with one another and polar side-chains are oriented 

outward such that they are exposed to adjacent polar water molecules.  

 Globular proteins play many biological roles acting as enzymes, hormones, 

transport molecules and immunoglobulins. However, the shape of globular proteins is 

critical to their function and changes in environmental conditions, such as pH or 

https://en.wikipedia.org/wiki/Colloid
https://en.wikipedia.org/wiki/Tertiary_structure
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temperature, may affect the bonds that contribute to the shape of globular proteins, in 

turn lead to denaturation in which the shape of the protein is so altered that it is no 

longer functional. Albumins are the globular proteins that are completely soluble in 

water. Other common globular proteins are hemoglobin (a member of the globin 

protein family), alpha, beta and gamma globulins, and the immunoglobulins (IgA, 

IgD, IgE, IgG and IgM). Structural studies involving IgA domain of human lamin 

protein have been performed extensively and reported in Chapter IV of this thesis. 

 

1.2.3 Protein Mutation 

 

 Mutations are both the raw material and the driving force of evolution. The 

selection for mutation at the protein level is in general much more stringent than at the 

DNA level. The very consequences of mutations on protein structure depend on the 

location of the affected nucleotides in the gene those codes for the polypeptide chain. 

Mutations of parts of a gene other than the protein-coding region can affect 

production of and even the structure of its protein. The first genetic disease (caused 

due to mutation) to be characterized at the molecular level, is sickle-cell hemoglobin. 

In this case, the normal Glu at residue 6 of the hemoglobin beta chain is replaced by 

Val as a result of mutation. In some cases, a single mutation is sufficient to alter the 

activity of the protein whereas in others multiple mutations are necessary. More 

substantial and complex alterations of genes have correspondingly greater effects on 

protein structure (Creighton, 1993). 

 Protein evolution involves changes of single residues, insertions and deletions 

of several residues, gene doubling, gene fusion and splice variants. The acceptance of 

amino acid changes critically depends on the biological role of the respective amino 

acids. However, detailed protein biographies are necessary to assess the biological 

importance of a given residue. It is difficult to assess these biological importances 

because it depends not only on the function of a protein but also on all the interactions 

of a protein with other parts of the organism over the protein's entire lifespan. 

Nevertheless, some general observations have been made (Schulz and Schirmer, 

2013): 

(i) Residues at the protein surface change more frequently than do the internal ones. 

(ii) The effect of an amino acid change in the protein interior is often compensated for 

by other changes. 
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(iii) Changes between residues with similar chemical properties occur more frequently 

than others. 

 Strictly speaking, probabilities of accepted mutations vary with residue type 

and are referred to as mutation probabilities. The amino acid Ser, which is usually 

found at the protein surface, has the largest mutation probability. On the other hand, 

Trp has the smallest mutation probability, reasonable since Trp is generally an 

internal residue and cannot be replaced by a side-chain of equal length (Schulz and 

Schirmer, 2013). 

 A mutation has its worst impact on the folding dynamics of the polypeptide 

chain that forms the protein. All accepted mutations in proteins can be taken as 

natural experiments, which show us variations that affect slightly protein stability and 

folding dynamics. In addition, random and probably unacceptable mutations represent 

variations that decrease protein stability by a measurable amount. Study of both these 

types of mutations along with their respective native protein can be used to improve 

our knowledge of non-covalent forces acting in proteins. 

 For this purpose, energy minimization procedures are executed for the wild-

type and the mutant proteins on the basis of the known 3D structures. The resulting 

energy differences and geometric deviations have are compared to experimental data 

from thermodynamic measurements and high resolution X-ray analyses, respectively. 

Keeping on the same line, the wild-type and mutant lamin A Ig-domain has been 

simulated by both Molecular Dynamics and Steered Molecular Dynamics resulting in 

a better understanding of the effect of mutation, which has been discussed in Chapter 

IV of this thesis. 

 

1.2.4 Protein Folding and Unfolding Under Force 

 

 Cellular functions such as chromosomal segregation, transcription, translation, 

protein and nucleic acid folding and unfolding, and cell locomotion all involve 

mechanical forces (Bustamante et al., 2004; Oberhauser and Carrión-Vázquez, 2008). 

Protein unfolding and refolding are fundamental biological events, yet they are not 

completely understood. The advent of single molecule force spectroscopy has enabled 

the application of mechanical force to unfold protein molecules, which in turn has 

opened doors for characterizing the energy landscape of protein folding and its 

response to mechanical stress, a biologically important perturbant (Jagannathan and 
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Marqusee, 2013). In spite of high accuracy, data from these experiments are still 

lacking a clear molecular picture of the effect of force on the disruption of the folded 

state. Thus, a merging of novel computational, theoretical and experimental 

approaches is required. 

 Steered Molecular Dynamics (SMD) simulations have been applied to 

investigate the response of protein domains to stretching apart of their terminals. The 

simulations mimic atomic force microscopy (AFM) and optical tweezers experiments, 

but proceed on much shorter time scales (Lu and Schulten, 1999). Such SMD 

simulations have been performed on the wild-type and mutant lamin A Ig-domain and 

discussed in Chapter IV of this thesis. 
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1.3.1 Graphene  

 

 Carbonaceous materials have come out as the most promising material with 

possible application in the interface between biology and material science. One such 

material, graphene is a rapidly rising star (Geim and Novoselov, 2007) on the horizon 

of various fields starting from material science to condensed matter physics to even 

nano-biotechnology. Graphene represents a conceptually new class of materials that 

are only one atom thick, thus offering new advances into low-dimensional physics 

that continues to provide a fertile ground for applications not only in the field of 

physics but more importantly biology. Andre Geim and Konstantin Novoselov won 

the 2010 Nobel Prize in Physics for their ground breaking work on fabricating 

graphene sheets by mechanical exfoliation of highly oriented pyrolytic graphite 

(HOPG) (Novoselov et al., 2004). 

 

1.3.1.1 Unique properties 

 

 Graphene has evoked great interest throughout the scientific community since 

its discovery as a novel nanomaterial due to its exceptional physical, mechanical and 

chemical properties (Bunch et al., 2008; Castro Neto et al., 2009; Ivanovskii, 2012; 

Khare et al., 2007; Lee et al., 2008; Loh et al., 2010; Nair et al., 2008) such as: 

(i) Thinnest material with greatest strength (Young’s modulus of 1000Gpa) (Geim 

and Novoselov, 2007) and good flexibility. 

(ii) Almost transparent (Castro Neto et al., 2009; Nair et al., 2008). 

(iii) Most stretchable crystal (20% elasticity) (Geim and Novoselov, 2007). 

(iv) High thermal conductivity (above 3000WmK
-1

) (Geim & Novoselov, 2007). 

(v) Highest current density at room temperature (Castro Neto et al., 2009). 

(vi) Completely impermeable to any gases (Bunch et al., 2008). 

(vii) Highest intrinsic mobility (100 times more than in Si) (Castro Neto et al., 2009). 

(viii) Conducting electricity in the limit of no electrons (Castro Neto et al., 2009). 

(ix) Large surface area ( ~2600m
2
g

-1
) (L. Zhang et al., 2013). 

(x) Optical absorption of exactly πα ~ 2.3% (in infrared limit, where α is the fine 

structure constant (R R Nair et al., 2008). 

 Apart from these, another property of graphene, that makes it readily usable in 

various biomedical applications such as bio-sensing, drug delivery vehicle, non-viral 
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gene delivery vectors, etc. (Bao et al., 2012), is that it can be chemically 

functionalized (Elias et al., 2009; Loh et al., 2010; Nair et al., 2010). 

 The progress in graphene nanomaterials has provided a fascinating 

opportunity for biotechnological developments because of their exceptional 

properties. In comparison with its precursor, carbon nanotube (CNT), graphene 

exhibits merits like low cost, two external surfaces, facile fabrication and 

modification, and absence of toxic metal particles. Moreover, flat graphene sheets can 

be easily complexed with functional nanoparticles for potential multimodal imaging 

and therapeutic applications (Bao et al., 2012). 

 

1.3.1.2 Graphene Synthesis 

 

 Graphene was first ever isolated in 2004 by Geim and Novoselov (Novoselov 

et al., 2004) using the now famous Scotch tape method based on the pioneering work 

of Ruoff et al. (Lu et al., 1999). This method of mechanical exfoliation is considered 

to be the best for producing high-quality graphene flakes. However, it is a time 

consuming process limited to small-scale production. There are several methods of 

mass-production of graphene such as: Thermal Decomposition of SiC, Chemical 

Vapour Decomposition (CVD), Molecular Beam Decomposition, Liquid-phase 

exfoliation, Unzipping Carbon Nanotubes, Sodium-Ethanol Pyrolysis, Graphene 

Oxide (GO), etc. (Cooper et al., 2012). Thus, there exist a wide choice in terms of 

size, quality and price for any particular application (Figure 1.3.1).  

 In order to achieve bulk scale production, graphene can be epitaxially grown 

on silicon wafers under ultrahigh vacuum or prepared by chemical vapour 

decomposition. Apart from these another economical and mass production method to 

obtain graphene is chemical or thermal (or sonication) reduction of GO. The chemical 

methods for GO production were all developed before 1960. However, the most 

recent and most common is Hummers process (Hummers and Offeman, 1958). In this 

process, graphite is treated for several hours in an anhydrous mixture of sulfuric acid, 

sodium nitrate and potassium permanganate, followed by addition of water.  The 

resulting material is hydrated graphite oxide. Subsequent NMR and X-ray diffraction 

studies have revealed that a GO sheet contains a combination of hydroxide, carbonyl, 

carboxyl, and epoxide groups are covalently bonded to the graphene lattice. 



Chapter I Section III: Graphene and Other Biologically Important Molecules 

Page | 61  
 

 
Figure 1.3.1: Graphene synthesis methods in terms of Quality vs. Price of the 

product, as taken from (Novoselov et al., 2012). 

  

  The polar –O–  and –OH groups formed during the oxidation of graphitic 

material makes graphite oxide hydrophilic, and it can be chemically exfoliated in 

several solvents (Zhu et al., 2010). The graphite oxide solution can then be sonicated 

to form GO nano-platelets (nanosize sheets).  The oxygen groups are then removed by 

chemical reduction of GO using several reducing reagents. A schematic 

representation of production of GO from graphite is given in Figure 1.3.2. This 

method was used by Stankovich et al. with hydrazine as the reducing agent, however 

the reduction process could not remove all the oxygen groups (Stankovich et al., 

2007). The presence of such polar groups on the basal planes and edges of a GO sheet 

enables the GO to be functionalized through covalent and non-covalent approaches, 

hence making it a building block for synthesizing versatile functional nanomaterials 

(Dreyer et al., 2010; Loh et al., 2010). Scientists and engineers prefer reduction of 

GO to obtain large quantities of mono- bi- or multi- layer graphene-like materials for 

large-scale applications. The reduction GO can be achieved by chemical, thermal or 

electrochemical pathways. One of the proposed schemes for chemical reduction of 

GO is given in Figure 1.3.3. Although, it is the most commonly employed method, 

but methods involving thermally-mediated reduction and electrochemical reduction 

can also be applied. Production of graphene by GO treatment can also be attained by 

other non-chemical methods such as: plasma functionalization, Radio frequency 

plasma and photoluminescence. 
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 Tearing of GO sheets leading to formation of nanosize graphene or 

functionalized graphene sheet has been studied by quantum chemical approach and 

reported in Chapter V of this thesis. 

 

 
Figure 1.3.2: A schematic representation of production of GO from graphite. 

 

 
Figure 1.3.3: A proposed scheme for chemical reduction of GO to Graphene. 

 

1.3.1.3 Graphene/GO structure and functionalization 

 

 Graphene is the first two dimensional (2D) atomic crystal available to us. It is 

a single atomic layer of sp
2
-bonded carbon atoms tightly packed in a 2D honeycomb 

lattice (Figure 1.3.4). These graphene sheets can act as building blocks for higher 

order carbon materials: 2D graphene sheets can be periodically stacked to form 3D 

graphite; it can be rolled to form 1D nanotubes, wrapped into 0D fullerenes (Figure 

1.3.4). In an arbitrarily cut graphene sheet, if one of the edges is arm-chair (cis-edge) 

the other 30° bend cut will be zig-zag (trans-edge) (Figure 1.3.5), or vice versa 

(Banerjee et al., 2005, 2006; Kobayashi et al., 2005). A partial zig-zag-arm-chair edge 

can be obtained if the cut is made at 60° angle (Kobayashi et al., 2006).The two edges 

have distinctly different electronic properties, the zig-zag edge accumulates more 
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electron density as compared to the arm-chair edge (Banerjee et al., 2005, 2006; 

Banerjee and Bhattacharyya, 2008; Sarkar et al., 2010). 

 

 
Figure 1.3.4: A 2D graphene sheet which can be periodically stacked to form 3D 

graphite, rolled to form 1D nanotubes and wrapped into 0D fullerenes. 

 

 
Figure 1.3.5: An arbitrarily cut graphene sheet having both arm-chair and zig-zag 

edges, taken from (Panigrahi et al., 2011). 

 

 As discussed earlier, a promising solution based route for mass production of 

graphene is chemical reduction of GO. Hence, it becomes necessary to have an 

understanding of the GO structure. The precise chemical structure of GO has been the 

subject of considerable debate over the years due to the complexity of the material 

and lack of precise analytical techniques for characterizing such materials. Many 

models have been proposed till date (Dreyer et al., 2010) including Hofmann and 

Holst’s structure, Ruess’s model, Scholz and Boehm’s model, Nakajima-Matsuo’s 

model and the latest proposed by Lerf and Klinowshi (He et al., 1996; Lerf et al., 

1998). In 2008 finally, a high-resolution solid state 13C-NMR measurement (Cai et 

al., 2008) confirmed the existence of C–OH (hydroxyl), C–O–C (epoxide), and sp
2
 C-

atoms on these layers (Figure 1.3.6a). The data further indicated that a large fraction 
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of sp
2
 C-atoms are bonded directly to C-atoms in the hydroxyl and epoxide groups, 

and that a large fraction of C-atoms in the hydroxyl and epoxide units are bonded to 

each other. It has been observed to be energetically favourable for the hydroxyl and 

epoxide groups to aggregate together and to form specific types of strips with sp
2
-C 

regions in between (Yan et al., 2009) (Figure 1.3.6b). 

 

 

(a) 
 

(b) 

Figure 1.3.6: (a) A high-resolution 13C-NMR of GO. (b) the –OH and –O– groups 

aggregate together and form specific types of strips with sp
2
-C regions in between, as 

taken from (Yan et al., 2009). 

 

 An addition of chemical groups to GO sheets using various chemical reactions 

that provide for either covalent or non-covalent attachment to the resulting chemically 

modified graphenes (CMGs). Such approaches which add functionality to groups 

already present on GO sheets makes the GO a more versatile precursor for a wide 

range of applications. Reduced GOs too have been frequently modified by non-

covalent physisorption of both polymers and small molecules onto their basal planes 

via π-π stacking or van der Waals interactions, thus, adding functionality to the 

resultant nanosize graphene sheets. A few structural representation of functionalized 

graphene/GO sheets are given in Figure 1.3.7. A few functionalized graphene 

systems with functionalization by –NH2, –COOH and –OH at the edges is given in 

Chapter V of this thesis. 
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(a)  

(b) 

 

(c) 
 

(d) 
Figure 1.3.7: Funtionalization of GO/graphene sheet by (a) covalent attachment of 

silane groups, (b) an ionic liquid (R = 3-(3-methylimidazolium)propane), (c) covalent 

attachment of fullerenes (Dreyer et al., 2010), and (d) non-covalent interactions with 

nucleobase. 

 

1.3.1.4 Biological Significance of Nanosize Graphene/GO sheets 

 

 Carbonaceous graphene based nanomaterials has been progressively applied in 

the biomedical field since its discovery. Graphene-based sensors and biosensors; 

graphene as nanocarriers for drug delivery, gene delivery and nanomedicine for 

potential cancer therapies; graphene-based matrices, nanoscfolds, and composites; are 

the broad categories or bioapplication of graphene. Graphene exhibits excellent 

capability in fluorescent resonanace energy transfer (FRET) (Bao et al., 2012). 

Graphene and GO have shown superior quenching efficiency and biomolecular 

sensitivity with high signal-to-noise (S/N) ratio. Lu et al. reported the first graphene-

based bio-sensor (Lu et al., 2009). GO exhibits preferential binding to single-strand 

DNA (ssDNA) over double-strand DNA (dsDNA) (Lu et al., 2009). It interacts 

strongly with nucleotides through π-stacking interaction between the rings of the 
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nucleobases and the hexagonal cells of GO (Jang et al., 2010). GO-FRET biosensors 

are crucial in detecting proteins, heavy metal ions and small molecules too. FRET 

aptasensors for thrombin detection via dye-labeled aptamer assembled on GO or 

surfactant-stabilized graphene have been developed (Chang et al., 2010; Lu et al., 

2009; Zhang et al., 2011). Wen et al. developed FRET sensor for the sensitive 

detection of Ag
+
 ions (Wen et al., 2010). Zhang et al. designed a versatile probe for 

the multiplex sensing targets such as sequence-specific DNA, protein (thrombin), 

metal ions (Ag
+
 and Hg

2+
) and a small molecule (cysteine), and the limit of detection 

was 1, 5, 20, 5.7 and 60nM, respectively (Zhang et al., 2011). Graphene can be used 

for in vitro targeting of ATP, in situ localization of mRNA, real-time monitoring and 

cell imaging. Dai’s group has used polyethanol glycol (PEG) functionalized nanoscale 

GO (NGO-PEG) for living cell imaging in near-infrared because the NGO were found 

to be photoluminescent in visible and infrared regions (Sun et al., 2008). Jung et al. 

designed a GO-based immune-biosensor for detecting a rotavirus as a pathogen model 

(Jung et al., 2010). GO-FRET biosensor has several advantages: (i) GO is cost-

effective for manufacturing and the assay can be completed within minutes, (ii) the 

large planar surfaces of GO make it possible to detect multiple molecular targets in 

the same solution and (iii) GO-based DNA detection improves the sensitivity by at 

least an order of magnitude as compared to conventional probes. 

 A graphene/GO sheet has both hydrophilic and hydrophobic properties due to 

electron-rich edges and aromatic regions of the plane. Thus, in the recent years, there 

has been a growing interest in developing graphene for drug loading and delivery 

because of strong interactions between hydrophobic drugs and aromatic regions of the 

graphene sheets and the feasibility of crossing a cell-membrane due to hydrophilic 

edges. Dai’s group initially developed NGO-PEG as a nanocarrier to load variant 

anticancer drugs and evaluated its in vitro cellular uptake capacity and 

photoluminiscent property (Liu et al., 2008; Lu et al., 2009). Bao and co-workers 

have synthesized a series of GO-polymeric nanocarriers for water-insoluble 

anticancer drug delivery. The incorporation of hyrdrophillic and biocompatible 

polymers onto GO sheets resulted in nanocomposites with high solubility and stability 

in physiological conditions (Bao et al., 2011; Pan et al., 2011; Sahoo et al., 2011). 

Along with drug delivery, gene delivery is also influenced by graphene-like materials. 

Both Liu and Zhang’s groups fabricated polyethylenimine-modified GO (GO-PEI) 
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nanocarriers for pDNA transfection using non-covalent and covalent coupling 

methods, respectively (Chen et al., 2011; Feng et al., 2011). 

 One of the critical issues is the intrinsic toxicity of graphene and its 

derivatives. Although, this is being deliberately explored by several groups, but the 

conclusion seems to be controversial (Liu et al., 2008; Ryoo et al., 2010; Wang et al., 

2011; Zhang et al., 2010). However, it has been indicated that the toxicity of graphene 

is closely associated with its biocompatible functionalization (Bao et al., 2012). The 

future development of graphene-based nanomaterials/devices shall be based on better 

understanding of role of defects and oxygen containing groups at the edges of 

graphene sheets, the interaction mechanism of biomolecules with graphene surface 

and the role of doping heteroatoms in graphene. 

 Considering the biological importance of graphene, several groups tried to 

understand its different properties by quantum chemical methods. Similarly, we have 

also carried out DFT-based studies. The possible mechanism for formation of GO and 

how it may lead to synthesis of biologically important nanosize graphene sheets are 

discussed in Chapter V of this thesis. 

 

1.3.1.5 Significance of Graphene/GO in Desalination  

 

 Access to steady supplies of clean water is difficult in the developing world. 

The present reverse osmosis plants rely on complicated, expensive and energy-

intensive processes. However, a graphene-based salt filter could reduce desalination 

energy cost by 99%. The single atom-thick sheets of graphene are so thin that water 

flows through them far more easily than through a conventional thin-film composite. 

 In January 2012, MIT scientists showed (in simulations) that nanoporous 

graphene can filter salt water at a rate that is 2-3 orders of magnitude faster than 

current commercial desalination technologies, reverse osmosis (Phys.org, 2012). This 

opens the door to smaller and more efficient desalination facilities. In March 

2013, Lockheed Martin announced the development of a new graphene-based water 

desalination technology, with hopes to commercialize it by 2014-2015 (Reuters, 

2013). In June 2015, researchers at the University of Aveiro in Portugal designed 

unique "tea bags" using porous GO foam, which they say can help purify water by 

removing dissolved mercury (RSC, 2015). In September 2013, researchers from 

China’s Nanjing University of Aeronautics announced graphyne, an allotrope of 

http://www.graphene-info.com/graphene-may-enable-super-water-desalination-devices
http://www.graphene-info.com/graphene-may-enable-super-water-desalination-devices
http://www.graphene-info.com/graphene-may-enable-super-water-desalination-devices
http://www.graphene-info.com/lockheed-martin-developed-new-graphene-based-water-desalination-technology-hopes-commercialize-it-20
http://www.graphene-info.com/lockheed-martin-developed-new-graphene-based-water-desalination-technology-hopes-commercialize-it-20
http://www.graphene-info.com/graphyne-new-material-resemble-graphene-and-may-outperform-it
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graphene, a promising material for water desalination that may even outperform 

graphene (Desalination.com, 2013). 

 Currently, researchers are exploring two different types of graphene-based 

filters. One is made out of multilayered GO "flakes," or membranes and the second 

class of filter is made up of a single layer of graphene that's perforated with tiny holes. 

However, the two approaches have their own benefits and drawbacks (Bennigton-

Castro, 2014). It is believed that development of graphene-based filters is important 

and well carried out but more research is needed before “graphene filters” become a 

reality. Some theoretical predictions involving interactions Na
+
, Cl

-
 and H2O with 

different edges of graphene sheet is discussed in Chapter V of this thesis. 

   

1.3.2 H-bonding Fluorescent Probe: 11-benzoyl-dibenzo[a,c]phenazine (BDBPZ) 

 

 The H-bond is a unique phenomenon in structural chemistry and biology. Its 

fundamental importance lies in its role in molecular association. In all biological 

systems the H-bonds are of great importance from the perspective of structure and 

reactivity involving water medium (Desiraju and Steiner, 2001). These H-bonds often 

significantly modifies the spectroscopic character of organic molecules. Especially 

when H-bond occurs in the electronically excited state, the changes in spectroscopic 

properties of a fluorophore are even more prominent (Han and Zhao, 2011). The 

dynamic behaviour of intermolecular H-bonds in the electronically excited state helps 

in understanding of microscopic structure and function in many biological systems. 

Thus, investigation of H-bond dynamics of photoexcited chromophores helps in 

understanding the effect of environment on their photophysical and photochemical 

behaviour (Bhattacharyya, 2008; Pal and Zewail, 2004).  

 The benzoyl derivative of a polarity insensitive H-bond acceptor fluorophore 

probe dibenzo[a,c]phenazine (DBPZ) is 11-benzoyl-dibenzo[a,c]phenazine (DBPZ) 

(Dey et al., 2007a) (Figure 1.3.8). The derivative BDBPZ has similar or even better 

H-bond accepting character like its parent DBPZ. However, in addition it can sense 

the polarity of the solvent medium. Chapter VI of this thesis includes a look into the 

different H-bonds formed by BDBPZ in different solvents in both the ground and 

excited states from quantum chemical approach. Further the interactions of BDBPZ 

with organic amine such as N,N-dimethyl aniline (DMA) has been studied.  

http://www.graphene-info.com/graphyne-may-outperform-graphene-water-desalination
http://www.graphene-info.com/graphyne-may-outperform-graphene-water-desalination
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Figure 1.3.8: 11-benzoyl-dibenzo[a,c]phenazine (BDBPZ). 

 

1.3.3 Nicotinamide Adenine Dinucleotide (NAD) 

 

 Nicotinamide Adenine Dinucleotide (Figure 1.3.9) is an important pyridine 

nucleotide that functions as an oxidative cofactor in eukaryotic cells. It (Figure 1.3.9) 

serves as a cofactor for dehydrogenases, reductases and hydroxylases, making it 

major carrier of H
+ 

and e
-
 in major metabolic pathways such as glycolysis, the 

tricarboxylic acid cycle, fatty acid synthesis, etc. 

 Structural and spectral studies involving NAD/NADH has been initiated here 

and reported in Chapter VI of this thesis. 

 

 
Figure 1.3.9: From Left to Right, NAD

+ 
and NADH, also shown are the nicotinamide 

and the adenosine parts. 
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 The present day research based on experimental and computational techniques 

has provided an extensive knowledge of nucleic acids, protein and other 

macromolecules important in the field of biology. The advances in nucleic acid 

structure prediction and interaction studies have been largely due to the increased 

power and sophistication of both experimental and computational approach. Along 

with X-ray crystallography and NMR spectroscopy, molecular modeling or simulation 

techniques play important roles in providing information on structure, dynamics, 

flexibility and interactions of nucleic acids and proteins with other organic or 

inorganic macromolecules. Depending on the system, different computational 

methodologies have been developed based on classical force filed and ab initio 

quantum mechanics (Cramer, 2013; Jensen, 2006; Leach, 2001; Schlick, 2010). The 

most commonly used methodologies for understanding structure, dynamics and 

interactions of nucleic acids and proteins are: 

(i) Molecular Dynamics (MD) and Steered Molecular Dynamics (SMD) Simulation  

(ii) Umbrella Sampling 

(iii) Monte Carlo Simulations (MC) 

(iv) Molecular Docking 

(v) Density Functional Theory (DFT) based methods 

(vi) Hartree-Fock (HF) based mehod 

(vii) Møller–Plesset perturbation theory (MP2) (ab initio Electron Correlation) based 

methods. 

(viii) Quantum Mechanics/Molecular Mechanics (QM/MM) 

 In this thesis, MD and SMD techniques have been utilized extensively for 

generating ensemble of conformations on atomic level. These are discussed in 

APPENDIX I. The major empirical nucleic acid and protein force fields have been 

incorporated into algorithms that are used to minimize the conformation of a molecule 

with respect to its potential energy. This is Molecular Mechanics (MM). Much more 

extensive explorations of conformations can be made by MD, which applies Newton’s 

equations of motion to an empirical force field, for all the atoms of a molecule. Unlike 

MM, MD can enable barriers between local energy minima to be traversed. Methods 

based on MD are especially valuable as they provide a link between the macroscopic 

properties of the system and the microscopic behaviour of individual molecules. The 

main limitations of MD stem from force field inaccuracies and the timescale of the 

simulations. Though typical length of MD simulations performed on systems 
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containing thousands of atoms range from picoseconds to hundreds of nanoseconds, 

many biologically interesting conformational motions of bio-macromolecules happen 

on the microsecond timescale or even at lower scales. The use of MM and MD have 

greatly increased in recent years, not only due to the availability of high-performance 

computing facilities, but also due to the widespread availability of well-validated 

academic and commercially derived computer programs with graphical user interface. 

A number of modeling and simulation programs are commonly used which have their 

force fields specifically parameterized for nucleic acids and their components. The 

most widely used and tested are: AMBER, CHARMM, GROMOS, GROMACS, 

JUMNA, NAMD, DESMOND, etc. Every year development is made in the existing 

programs leading to improvement in the methodology as well as research is directed 

towards increasing the computer power required for the same. Moreover, the 

increasing scope of MD is making it possible to the study systems of increasing 

complexity with more accurate methods (e.g., improved potentials) on ever increasing 

time scales (Karplus, 2003). There are many recent examples of the use of MD to 

obtain functionally important information that is difficult or impossible to obtain 

experimentally. 

 The most precise calculations can be performed by the Quantum Mechanics 

(QM) based methods as these do not require any force field derived from 

experimental data. The QM methods are usually limited to a few hundred atoms, 

since; these are very complex and computationally intensive calculations where 

electrons are explicitly represented. Among the different ab initio quantum chemical 

methods, DFT is quite less expensive and it can be used to study the relatively large 

systems. DFT allows calculating both ground-state (GS) and excited-states (ES) 

properties from the electron density of an N-electron system. The DFT-based method 

has been extensively used in this thesis for studying graphene/GO, BDBPZ and other 

systems. An overview of the method is given in APPENDIX II. 

 Hybrid QM/MM techniques have become very fashionable in the past few 

years (Gogonea et al., 2000; Warshel, 2003). In these schemes the biological system 

is divided into two parts. The region of biological interest, typically the enzymatic 

reaction center of a protein or the binding site in drug-DNA complexes, is treated at 

the ab initio level (QM-part) while the remaining protein or DNA residues as well as 

the solvent and counter ions are treated classically (MM-part). A wide variety of 

schemes have been developed based on Hartree-Fock (HF), Density functional theory 
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(DFT) or the empirical valence bond method (EVB) (Grochowski et al., 1996). 

Considering DFT and Car-Parrinello MD, the CPMD program (Car and Parrinello, 

1985) have been developed based on this technique. 

 Limitations due to the length and time scale in atomistic simulations and 

quantum chemical methods prohibit studies of many important processes involving 

biological macromolecules. For examples, phase behaviour in lipid bilayers, vesicle 

fusion, and dynamics of proteins and their aggregates. Thus, in the past couple of 

years a new technique called coarse-grain (CG) MD has developed. In this method 

interactions between single atoms are replaced by effective interactions between the 

CG units. This process dramatically decreases the degrees of freedom of the model, 

resulting in speed-up of the simulations by several orders of magnitude. Since, in the 

coarse-graining procedure some chemical details of the underlying atomistic system is 

lost, for meaningful application of CG models it is crucial to understand the construct 

of the CG methods and their range of applicability. MARTINI force field is one of the 

several force fileds corresponding to these CG model for biomolecular simulation 

(Marrink et al., 2007).  

 The primary limitation of all these methods is that they are still approximate. It 

is here that experiment plays an essential role in validating the simulation methods. 

Thus, comparisons with experimental data serve to test the accuracy of the calculated 

results and provide criteria for improving the methodology. When experimental 

comparisons indicate that the simulations are meaningful, their capacity for providing 

detailed results often makes it possible to examine specific aspects of the atomic 

motions far more easily than by making measurements. The work presented in this 

thesis has been performed by theoretical approaches and compared to experimental 

data from time to time. 
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Aim and Scope of the Present Study 

 

 The 3D structures of biologically important macromolecules (DNA, RNA, 

proteins, graphene; and molecules like BDBPZ and NAD/NADH) are significant in 

understanding their biological role. The 3D structures of nucleic acids and proteins 

are relatively complex and maintained by different covalent and non-covalent 

interactions between their respective building blocks and surrounding environment. 

Thus, the nucleic acid and protein structures have been extensively studied. Earlier, 

modeling consisted of putting together balls and sticks by hand to visualize the 3D 

structures of biomolecules. However, today, the vast advancement of computational 

power has allowed not only visualizing static compounds but estimating their 

conformational changes with time. One of the techniques highly utilized to explore 

these aspects is MD simulation. The NMR and X-ray techniques provide time-average 

static pictures of a biomolecule, MD simulations on the other hand, can generate an 

ensemble of conformations from greater sampling of the system though longer 

simulation-run. However, there are areas which need treatments beyond classical 

mechanics. The non-bonded interactions in biomolecules are one where the classical 

force field methods often fail to generate physiologically relevant results. The much 

needed ab initio quantum chemical calculations until recent days were beyond the 

scope of biomolecules. These techniques are now evolving rapidly. The DFT based 

methods have further provided a faster calculation scheme for biolomecular 

fragments. This thesis emphasizes on the structure and dynamics of some of the 

biologically important macromolecules utilizing state of the art methods ranging from 

classical MD simulations to ab initio QM methodologies. 

 The nucleus of a cell contains the usual double helix DNA having canonical 

WC base pairs (A:T, G:C) and single stranded RNA. Apart from these, there also 

exist unusual four stranded DNA helices consisting mainly of HW base pairing and 

RNA bulges and pseudo-continuous helices containing unpaired bases. Over the past 

decade such unusual nucleic acids have gained huge importance for their functional 

role in various biological processes. The B-DNA and A-form RNA has already been 

studied both experimentally and theoretically in the past. We have thus, extended the 

study of nucleic acid structures to the unusual helices. The Chapter II and Chapter III 

of this thesis contain an elaborate report of such unusual nucleic acid structures. An in 

depth study of G-quadruplexes by both MD and ab initio methods are given in 
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Chapter II and Chapter III contained structural studies ofRNA bulges and pseudo-

continuous helices based on MD simulations. 

 The nucleus of a cell not only contains nucleic acids but also has a variety of 

proteins and cofactors/coenzymes. The nuclear lamina underneath the nuclear 

envelope consists of two components, lamins and nuclear lamin-associated membrane 

proteins. Lamin proteins are related diversely to basic nuclear processes like 

replication, DNA damage repair and transcription. Various mutations in lamin A 

protein have been reported to produce disease conditions jointly termed as 

laminopathies. We have studied one such mutation present in the C-terminal domain 

of lamin A immunoglobulin fold. Chapter IV of this thesis in general focuses on the 

structural aspect of this mutant and its wild-type protein; however in specific it 

contains a comparative unfolding study of the proteins based on MD and SMD 

techniques.  

 Such and many more widespread disease conditions have prompted 

researchers to indulge more into biotechnology and biomedical research. Drug 

discovery is a major branch of this field. Drug design is also associated with 

developing appropriate drug-carrying vehicles, since it is difficult for the drug 

molecule to dross the cell-membrane; a drug is always needed to be transported into 

the cells using a vehicle designed particularly to be able to cross the cell-membrane. 

Cyclodextrines are often used as such vehicles for transporting small globular drug 

molecules. Another significant possible drug-carrying vehicle is graphene as it has 

both hydrophobic and hydrophilic properties at its faces and edges respectively. It is a 

single layer 2D nanomaterial which has received increasing attention in physical, 

chemical and biomedical fields for its unique physicochemical properties. Graphene 

based biosensors for small biomolecules (glucose, dopamine etc.), proteins and DNA 

detection; graphene based bioimaging and photothermal therapy applications are also 

rapidly developing areas. Tearing of GO sheets to generate smaller graphene sheets 

with higher functionality along with functionalization of graphene/GO sheets 

increasing its applicability as a vehicle, has been studied by appropriate QM methods 

and reported in details in Chapter V of this thesis. 

 Biomedical research also involves microscopy, imaging, spectroscopy and 

various other techniques which probe into the details of the biological systems. The 

time-resolved fluorescence spectroscopy of the molecule 11-benzoyl-

dibenzo[a,c]phenazine (BDBPZ), which is a very important H-bonding probe aids in 



Aim and Scope 

Page | 77  
 

making a progress in this biomedical field. An enzyme often requires a non-protein 

chemical component for its biological activity. Nicotinamide adenine dinucleotide 

phosphate is one such coenzymne found in all living cells. It consists of two 

nucleotides: adenine and nicotinamide joined through their phosphate linkage. 

NADPH dependent fluorescent proteins are potential candidate in FRET-based 

biosensor techniques (PDB ID: 3P19) related to biomedical research. Chapter VI of 

this thesis is based on the studies of these two molecules: BDBPZ (Section I) and 

NAD/NADH (Section II). The methodology utilized here is strictly ab initio QM. 
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2.1 Introduction 

 

 There has been a recent explosion of interest in 3D structure of four-stranded 

DNAs known as G-quadruplexes or DNA tetraplexes. The structure involved in 

formation of G-quadruplex was first proposed by Gellert et al. in 1962 (Gellert et al., 

1962). A G-quartet or a G-tetrad (Figure 2.1) may be considered as the basic building 

block of G-quadruplex DNA (G-DNA). It is a square co-planar array of four guanine 

bases, in which each base is both donor and acceptor of two hydrogen bonds (H-

bonds). Hoogsteen edge of each guanine base forms H-bonds with the Watson-Crick 

(WC) edge of adjacent guanine base in cis orientation, followed by Hoogsteen edge of 

the second guanine base forming two H-bonds with WC edge of the third guanine 

base, and in a cyclic way giving rise to four G:G H:W C (Gua:Gua Hoogstein-

edge:WC-edge and Cis orientation) base pairs in a tetrad (Figure 2.1). Two or more 

such tetrads stack upon each other forming a four-stranded helix with guanine-tetrad 

cores (Simonsson, 2001). The sugar phosphate backbones run along the outside four 

edges of the structure, and monovalent metal ions are generally present in the central 

G-tetrad (G4) core (Huppert, 2007) with G4-ion-G4-ion-G4 arrangement. The G-

quadruplexes exhibit extensive structural diversity and polymorphism, as opposed to 

double helical DNA (Lee et al., 2005; Neidle and Parkinson, 2003; Phan et al., 2006; 

Ying et al., 2003). The major structural polymorphism in quadruplex-DNA arises 

from the various possible combinations of strand direction (Burge et al., 2006). The 

second type of polymorphism arises due to variations in the nature of the loops, i.e. 

loop size, sequence and their locations with respect to the helix (Burge et al., 2006; 

Hazel et al., 2004; Smargiasso et al., 2008; Todd et al., 2005). The solution 

environment, such as the type of metal ions, ligands or molecular crowding 

conditions, may also influence the topology of quadruplex (Haider et al., 2011; He et 

al., 2004; Ou et al., 2008). 

 G-quadruplexes are either formed from an intramolecularly folded single G-

rich sequence or by the intermolecular association of two (dimeric) or four 

(tetrameric) separate strands (Qin and Hurley, 2008). DNA concentration often 

determines the type of association adopted by the G-rich sequences (Huppert and 

Balasubramanian, 2005; Palacký et al., 2013; Simonsson and Sjoback, 1999). The 

backbone strands of the G-quadruplexes are connected by loops in dimeric and 

monomeric G-quadruplexes. These loops can be classified into four major families: 
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edgewise loops connecting two adjacent anti-parallel strands, diagonal loops 

connecting two opposing anti-parallel strands, double-chain-reversal loops connecting 

adjacent parallel strands and V-shaped loops connecting two corners of a G-tetrad 

core in which one supporting column is lacking (Phan et al., 2006). The preferred G-

quadruplex structures adopted by a G-rich sequence also depend on the nature of 

cations (Smargiasso et al., 2008). The cavity between two stacked G-quartet planes, 

which in this study is referred as the G-tetrad core is lined by eight carbonyl oxygen 

atoms (O6), all of these participate in the precise coordination of cations. 

 

 
Figure 2.1: A G-quartet involving G:G H:W C base pair and stabilized by a central 

metal cation (M
+
). 

 

 Numerous studies on human telomeric G-quadruplexes have been carried out 

by various spectroscopic techniques like ultraviolet, circular dichroism, fluorescence, 

raman, electron paramagnetic resonance and nuclear magnetic resonance 

spectroscopies (Adrian et al., 2012; Dao et al., 2011; Palacký et al., 2013; Ren iuk et 

al., 2009; Singh et al., 2009; Tran et al., 2011). Experiments based on X-ray 

crystallography (Parkinson et al., 2002), mass-spectrometry (Smargiasso et al., 2008), 

calorimetry (Petraccone et al., 2011) and lazer tweezer based methods (De Messieres 

et al., 2012; Dhakal et al., 2013) have also contributed largely to G-quadruplex 

research. Several structures are available in RCSB-PDB (Berman et al., 2000) for the 

human telomeric sequences which differ in strand orientation and loop-topology. The 

first solution structure of a four-repeat human telomeric sequence, 

d[AGGG(TTAGGG)3] (in Na
+
 solution), was characterized in 1993 by Wang and 
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Patel (Wang and Patel, 1993) using NMR spectroscopy, distance geometry and 

molecular dynamics approach. This sequence folds intramolecularly back on itself 

into an anti-parallel type G-quadruplex (Figure 2.2.1) involving three stacked G-

tetrads with anti•anti•syn•syn glycosidic torsions of the guanine residues. The three 

connecting TTA loops adopt edgewise, diagonal and edgewise alignments 

successively such that each strand has both parallel and anti-parallel adjacent strands, 

giving the complete structure a basket-type look. A decade later the same sequence 

was reported to form a completely different G-quadruplex in presence of K
+ 

by X-ray 

crystallography (Parkinson et al., 2002). In this ‘propeller type’ structure (Figure 

2.2.2a), all four strands are parallel, the connecting TTA loops are double-chain 

reversal types and all guanines adopt anti glycosidic conformation. The same parallel 

stranded propeller type structure was also obtained by NMR experiment for a human 

telomeric G-quadruplex under molecular crowding conditions and water depletion 

(Heddi and Phan, 2011) (Figure 2.2.2b). A near similar observation was reported by 

Smargiasso et al. (Smargiasso et al., 2008), that the human telomeric sequences 

preferably adopt anti-parallel topology in presence of Na
+
 while the same sequence 

may adopt mutimeric parallel form in presence of K
+
.  Solution NMR structures in K

+
 

environment, for the same sequence shows two other possibilities which differ from 

each other only by the order of loop arrangements (Luu et al., 2006; Phan et al., 2007; 

Phan et al., 2006). Both structures have one anti•syn•syn•syn and two 

syn•anti•anti•anti G-tetrads with three G-tracts oriented in one direction and the 

fourth tract in the opposite direction. There is one double chain reversal loop and two 

edgewise loops. In one form the double chain reversal loop is formed by the first 

linker (Figure 2.2.3a) and in the other by the third linker (Figure 2.2.3b). Apart from 

these topologies there also exists two more possibilities: (i) basket type G-quadruplex 

(PDB ID: 2KF8) with only two G-tetrad layers (Lim et al., 2013) (Figure 2.2.4a) 

which is identical to the earlier reported anti-parallel topology with three G-tetrads in 

the sense that it has the diagonal G-stands in anti-parallel orientation forming a 

similar anti-parallel core and (ii) anti-parallel (2+2) G-quadruplex (PDB ID: 2MBJ) 

which is obtained with 
Br

G-substituted oligonucleotides (Lim et al., 2013) although, it 

differs in loop orientations but complements the anti-parallel human telomeric G-

quadruplex in core-type (Figure 2.2.4b). 
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BASE PAIRING 

INFORMATION 

1 ADE 13 ADE h:h     C 

2 GUA 10 GUA W:H  C 

3 GUA 9 GUA H:W  C 

4 GUA 8 GUA W:H  C 

5 THY 
   

6 THY 19 ADE W:W C 

7 ADE 18 THY H:W  T 

8 GUA 20 GUA W:H  C 

9 GUA 21 GUA H:W  C 

10 GUA 22 GUA W:H  C 

11 THY 
   

12 THY 
   

13 ADE 1 ADE h:h     C 

14 GUA 2 GUA W:H  C 

15 GUA 3 GUA H:W  C 

16 GUA 4 GUA W:H  C 

17 THY 
   

18 THY 7 ADE W:H  T 

19 ADE 6 THY W:W C 

20 GUA 16 GUA W:H  C 

21 GUA 15 GUA H:W  C 

22 GUA 14 GUA W:H  C 

Figure 2.2.1: Anti-parallel type G-quadruplex topology (PDB ID: 143D) and its base 

pairing information as obtained using BPFIND. 

 

 Extensive research on G-quadruplex molecules by several different techniques 

has been done in the past two decades. Nanosecond MD simulations of four-stranded 

G-quadruplexes formed by d(G4) and d(G4T4G4) sequences indicated that the 

quadruplex stem is rigid and very stable ( pa kov  et al., 1999). Simulations 

performed on monomeric quadruplexes containing both the stem and loop-regions 

have confirmed that the G-quartet stem is highly stable however there exists some 

flexibility in the loop region (Fadrná et al., 2009; Haider et al., 2008). The loop 

residues themselves are sometimes involved in stacking with the closest guanine 

tetrad along with H-bonding interactions with the other loop residues or guanine bases 

for further stabilizing the G-quadruplex folds (Zhu et al., 2013). Microsecond 

timescale MD simulation of propeller-type topology in which four parallel G-strands 

are connected by double-chain-reversal loop provided accounts of interactions of TTA 

loops with G-quartets, formation of Ade:Ade base pairs, triad, pentad and hexad by 

loop residues (Islam et al., 2013). It has also been experimentally observed that the 

base stacking between outer G-tetrads and loop thymine bases slow down the ion 
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exiting rate, adding to stability of the quadruplexes (Podbevšek et al., 2008). It has 

been reported by Suhnel and co-workers (Meyer et al., 2001) that cations like Be
2+

 

which have small radius and high charge density incorporate a non-planarity to the G-

quartet, however, Na
+
 and K

+
 act differently. Since, the central cavity is too small for 

K
+
 ion, this favours a non-planar geometry. Moreover, it is now well established that 

coordination of potassium (Simonsson and Sjoback, 1999), and more rarely of sodium 

(Laughlan et al., 1994) adds to the stability of G-quadruplexes (Lane et al., 2008; 

Pilch et al., 1995). Stabilization of G-quadruplex by NH4
+ 

and 
23

Na
+
 ion has also been 

studied extensively by NMR spectroscopy (Guschlbauer et al., 1990; Podbevšek et 

al., 2007, 2008) and indicated ion-exchange on a large millisecond to second time 

scale (Guschlbauer et al., 1990; Ida and Wu, 2008; Podbevšek et al., 2007; Sket and 

Plavec, 2007; Snoussi and Halle, 2008). Along with equilibrium MD simulations, 

recently some SMD simulations have been performed on G-quadruplexes indicating 

that the unfolding path of a G-quadruplex is topology-dependant (Bergues-Pupo et al., 

2015).   
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(a) 

BASE PAIRING 

INFORMATION 

1 ADE 
   

2 GUA 8 GUA W:H  C 

3 GUA 9 GUA W:H  C 

4 GUA 10 GUA W:H  C 

5 THY 
   

6 THY 
   

7 ADE 
   

8 GUA 14 GUA W:H  C 

9 GUA 15 GUA W:H  C 

10 GUA 16 GUA W:H  C 

11 THY 
   

12 THY 
   

13 ADE 
   

14 GUA 20 GUA W:H  C 

15 GUA 21 GUA W:H  C 

16 GUA 22 GUA W:H  C 

17 THY 
   

18 THY 
   

19 ADE 
   

20 GUA 2 GUA W:H  C 

21 GUA 3 GUA W:H  C 

22 GUA 4 GUA W:H  C 
 

 
(b) 

 

BASE PAIRING 

INFORMATION 

1 THY 
   

2 ADE 
   

3 GUA 9 GUA W:H  C 

4 GUA 10 GUA W:H  C 

5 GUA 11 GUA W:H  C 

6 THY 
   

7 THY 
   

8 ADE 
   

9 GUA 15 GUA W:H  C 

10 GUA 16 GUA W:H  C 

11 GUA 17 GUA W:H  C 

12 THY 
   

13 THY 
   

14 ADE 
   

15 GUA 21 GUA W:H  C 

16 GUA 22 GUA W:H  C 

17 GUA 23 GUA W:H  C 

18 THY 
   

19 THY 
   

20 ADE 
   

21 GUA 3 GUA W:H  C 

22 GUA 4 GUA W:H  C 

23 GUA 5 GUA W:H  C 

Figure 2.2.2: Parallel type G-quadruplex topology of (a) crystal structure 

corresponding to PDB ID: 1KF1 and (b) NMR reported structure (PDB ID: 2LD8). 

The corresponding base pairing information are given in box.  
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(a) 

BASE PAIRING INFORMATION 

1 THY 20 ADE W:W  C 
2 THY 

   
3 GUA 9 GUA H:W  C 
4 GUA 10 GUA W:H  C 
5 GUA 11 GUA W:H  C 
6 THY 

   
7 THY 5 GUA W:S  C 
8 ADE 

   
9 GUA 17 GUA H:W  C 

10 GUA 16 GUA W:H  C 
11 GUA 15 GUA W:H  C 
12 THY 

   
13 THY 24 ADE W:W  T 
14 ADE 

   
15 GUA 23 GUA W:H  C 
16 GUA 22 GUA W:H  C 
17 GUA 21 GUA H:W  C 
18 THY 

   
19 THY 

   
20 ADE 1 THY W:W  C 
21 GUA 3 GUA H:W   C 
22 GUA 4 GUA W:H   C 
23 GUA 5 GUA W:H   C 
24 ADE 13 THY W:W  T 

 

 
(b) 

BASE PAIRING INFORMATION 

1 THY 
   

2 ADE 
   

3 GUA 11 GUA H:W  C 
4 GUA 10 GUA W:H  C 
5 GUA 9 GUA W:H  C 
6 THY 

   
7 THY 24 THY W:W  T 
8 ADE 

   
9 GUA 17 GUA W:H  C 

10 GUA 16 GUA W:H  C 
11 GUA 15 GUA H:W  C 
12 THY 

   
13 THY 

   
14 ADE 

   
15 GUA 21 GUA H:W  C 
16 GUA 22 GUA W:H  C 
17 GUA 23 GUA W:H  C 
18 THY 

   
19 THY 

   
20 ADE 

   
21 GUA 3 GUA H:W  C 
22 GUA 4 GUA W:H  C 
23 GUA 5 GUA W:H  C 
24 THY 7 THY W:W  T 
25 THY 

    

Figure 2.2.3: (a) Mixed-(3+1)-form1 (PDB ID: 2GKU) and (b) mixed-(3+1)-form2 

(PDB ID: 2JSL) G-quadruplex topology types with corresponding base pairing 

information in the box. 
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 G-quadruplex DNA motifs are widely dispersed in the eukaryotic genome and 

are abundant in regions of biological significance, for example, at immunoglobulin 

switch regions (Sen and Gilbert, 1988), gene promoter regions (Evans et al., 1984; 

Kilpatrick et al., 1986) sequences associated with human disease (Fry & Loeb, 1994) 

and telomeres (Blackburn, 1990). However, G-quadruplex DNA has probably 

attracted the greatest attention of researchers because of the natural existence of a G-

rich single-strand overhang at 3′ ends of chromosomes (telomere) and its relevance to 

a potential anticancer drug targets (Lech et al., 2013). Although, an order of 

mechanical stability of uni-molecular G-quadruplexes at the telomeres has been 

predicted as anti-parallel > hybrid (mixed-forms) > parallel (Bergues-Pupo et al., 

2015), but as indicated earlier its strand orientation and loop topology is not yet 

confirmed. Furthermore, several experiments performed in physiological K
+
 solutions 

indicate that the same telomeric sequence can adopt different topologies even under 

identical solution environment (Burge et al., 2006; Dhakal et al., 2013; Hazel et al., 

2004; Lee et al., 2005) due to the alteration of micro-environment but obviously there 

exist some unique structural features inside the eukaryotic cells, which account for the 

stability, recognition by specific proteins and hence biological role of the telomeres. 

Thus, it becomes necessary to ascertain the conformational preference, i.e. the form 

which will represent the majority in the cellular environment. Moreover, conversion 

of one form to the other appears highly unlikely as the process demands rupture of at 

least 24 H-bonds. We have therefore, tried to narrow down to one amongst the four 

possible core types attained by the major conformation. There exist numerous reports 

on MD simulations of G-quadruplexes by AMBER force field with various 

corrections (Chowdhury and Bansal, 2000; Fadrná et al., 2009; Hazel et al., 2006; 

 poner et al., 2012; Stefl, Spackova et al., 2001). We have found only a single paper 

based on human telomeric uni-molecular G-quadruplex simulations by charmm27 

force field (Fadrná et al., 2009), but it has criticized the force-field on the basis of ion-

expulsion and loop flexibility. However, since our recent MD studies on non-

canonical nucleic acid structures by charmm27 force field (Foloppe and MacKerell, 

2000) have explained many experimental observations (Halder and Bhattacharyya, 

2012), we considered this appropriate for all our simulations. We have also attempted 

to understand these structures having different core-types, from the perspective of 

base pair parameters using both quantum chemical and MD simulation studies.  
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(a) 

 
(b) 

Figure 2.2.4: (a) Basket-type G-quadruplex (PDB ID: 2KF8) and (b) 2+2 anti-parallel 

G-quadruplex (PDB ID: 2MBJ). 

 

2.2 Methodology 

 

2.2.1 Quantum Chemical Method 

 

 Atomic coordinates of the guanine quartet selected for optimization were 

extracted from the PDB file (PDB ID: 156D) (Schultze et al., 1994). This quartet was 

initially stacked between two other quartets in the reported NMR structure but for our 

quantum chemical calculations we selected only the four guanine bases forming the 

quartet. The sugar phosphate moieties connected to N9 positions of the purines were 

replaced by methyl groups to remove the unnatural dipole moments or H-bonding. 

Modeling of all the hydrogen atoms were done with the help of MOLDEN 

(Schaftenaar and Noordik, 2000). Geometry optimization of the quartets were 

performed without any constrains or symmetry restrain by several standard ab initio 

quantum chemical methods namely MP2/6-31G(2d,2p) (Second order Møller–Plesset  

perturbation) (Møller and Plesset, 1934), HF/cc-pVDZ (Dunning correlation 

consistent  basis set) (Dunning Jr, 1989), B3LYP/6-31G(2d,2p) (Becke, 1993; Lee et 

al., 1988) and GGA:PW91/DZP (Perdew et al., 1996) using Gaussian09 (g09) (Frisch 

et al., 2009) and ADF (te Velde et al., 2001) softwares and under different ionic 

conditions: (i) in presence of single Na
+
 or K

+
 ions, (ii) in presence of two Na

+ 
or

 
K

+
 

ions and (iii) in absence of any ion. The initial geometries of G-quartet containing 

single Na
+
 or K

+
 ion had the ions placed inside the G-tetrad core at the centre of the 

plane formed by the four bases whereas, for the optimization of G-tetrad containing 
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two ions the initial geometries were modeled by placing an entire tetrad between the 

two ions such that the ions lie on opposite sides of the G-tetrad core. Any solvent 

effect was not considered as the quartet is supposed to be stable in the hydrophobic 

core of the somewhat globular helix. Furthermore, empirical dispersion interaction 

was neglected as such interactions are more dominant in stacking interactions 

between two quartets. 

 

2.2.2 Molecular Dynamics Simulation Method 

 

 Molecular dynamics (MD) simulations were carried out for four different uni-

molecular human telomeric G-quadruplex topologies and one non-telomeric G-

quadruplex motif, whose structures are available. The first models of the respective 

NMR derived structures corresponding to the topologies with parallel core (2LD8) 

(Heddi and Phan, 2011), anti-parallel core (143D) (Wang and Patel, 1993), mixed-

(3+1)-form1core (2GKU) (Luu et al., 2006) and mixed-(3+1)-form2 core (2JSL) 

(Phan et al., 2007) along with the G-rich non-telomeric form (2KZD) (Lim et al., 

2010) were taken from RCSB-PDB. None of these structures reported any ion inside 

the quadruplex. A combination of telomeric and non-telomeric sequences was 

selected to compare the structural features of G-rich sequences of different regions. 

Along with the NMR structures, two X-ray crystal structures of similar telomeric 

sequences with parallel topology (1KF1 and 3R6R) (Bazzicalupi et al., 2013; 

Parkinson et al., 2002) were also selected for our simulation study. The PDB-files 

corresponding to these, unlike the NMR structures, reported K
+
 ions inside the G-

tetrad core, which made simulation of these structures significant. The crystal 

structure with PDB ID: 3R6R is a complex of G-quadruplex with drug-like ligand 

(natural alkaloid berberine). Apart from presence of the ligand, the overall DNA 

topology was similar to that of 1KF1. Since, the presence of ligand may cause some 

structural differences with the native; MD simulation was performed considering the 

initial coordinates from the PDB (3R6R) after removing the ligand molecules. The 

details of all the sequences and corresponding base pairing information, as obtained 

from BPFIND software (Das et al., 2006), are already given in Figure 2.2.1-2.2.4.  

 The non-telomeric hTERT promoter G-rich sequence with topology similar to 

the mixed-(3+1)-form2 does not follow the general human telomeric sequence pattern 

-TAGGG- and contains an ionosine base in the loop region (Figure 2.2.5). In order to 
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make this system comparable to the human telomeric sequences, which have only 

adenine and thymine bases forming the loops, we have replaced the ionosine base by 

adenine in the initial coordinate file. The minimized structure obtained had three G-

quartet stacks connected by three loops: the third is the double-chain-reversal loop 

having a single adenine residue while the first and the second are edgewise loops. 

 

 

BASE PAIRING 

INFORMATION 

1 ADE 12 THY H:W  T 
2 GUA 10 GUA H:W  C 
3 GUA 9 GUA W:H  C 
4 GUA 8 GUA W:H  C 
5 ADE 

   
6 ADE 

   
7 GUA 

   
8 GUA 15 GUA W:H  C 
9 GUA 14 GUA W:H  C 

10 GUA 13 GUA H:W  C 
11 CYT 

   
12 THY 1 ADE W:H  T 
13 GUA 17 GUA H:W  C 
14 GUA 18 GUA W:H  C 
15 GUA 19 GUA W:H  C 
16 ADE 

   
17 GUA 2 GUA H:W  C 
18 GUA 3 GUA W:H  C 
19 GUA 4 GUA W:H  C 
20 CYT 

    

Figure 2.2.5: topology of a non-telomeric G-rich hTERT sequence (2KZD) 

 

 The MD simulations were carried out using NAMD software (Phillips et al., 

2005) with charmm27 force field. In each simulation, the nucleic acid molecules were 

explicitly solvated with TIP3P water molecules in a rectangular periodic box whose 

dimensions were at least 30Å larger than the size of the corresponding solute 

molecules. For carrying out MD simulation, Na
+
 is usually considered as the charge 

neutralizing cation as it is a good representation of point charge. However, inside the 

cell, under physiological conditions K
+
 ion concentration is higher than that of Na

+
. 

Hence, the simulations of the molecules obtained from NMR data were performed 

with both Na
+
 and K

+
 counter-ions. The details of the MD simulations carried out are 

tabulated in Table 2.1. A point to be mentioned here is that the crystal structures with 

parallel topology and containing multiple K
+
 ions in their G-tetrad cores were 
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simulated only with additional charge neutralizing Na
+ 

counter-ions, since simulation 

of these in presence of only K
+
 ions would represent a situation exactly similar to the 

simulation of parallel topology of simulation1b. The positions of the counter-ions 

were generated by Monte Carlo simulation in absence of water, considering only the 

interactions between the ions and the nucleic acid concerned (Bandyopadhyay, 2005). 

The initial round of equilibration with explicit solvent and ions involved 100 steps of 

steepest descent, followed by 1000 steps of conjugate gradient and 20000 steps of the 

adopted basis Newton–Raphson energy minimization using CHARMM (Brooks et al., 

1983). The particle mesh Ewald (PME) summation method (Darden et al., 1993), with 

width of the Gaussian distribution in the PME as 0.35, was used to treat the long-

range electrostatic interactions. A force-switch method was applied for non-bonded 

interactions (van der Waals) with a 12Å cutoff. The systems were gently heated from 

0K to 300K in 30ps with a time step of 1.0fs after energy minimization followed by 

the final production run of 200ns by Constant Pressure Temperature dynamics 

algorithm (Feller et al., 1995) at 1atm pressure, with 1fs time step. Some of the 

simulations (Table 2.1) were carried out only up to 100ns as the structure appeared to 

destabilize during the MD-run. The trajectories were made up by frames collected 

every 1.0ps and analyzed using CHARMM. Different structural and base pair 

parameters of DNA were calculated using NUPARM software (Bansal et al., 1995; 

Mukherjee et al., 2006). 

 



 

 

 

Table 2.1: Details of MD simulations of G-quadruplexes. 

Sim 

no. 

PDB 

ID 
Topology Expt. method sequence Loop details 

Na+/ 

K+ 

Length 

of MD-

run (ns) 

All-atom 

average 

RMSD (Å ) 

Average 

RMSD for 

G-quartet 

stacks (Å) 

1a 
2LD8 parallel 

K
+
  sol

n
  NMR in 

crowded medium 
d[TAG3(T2AG3)3] 

3 double chain 

reversal loops 

22/0 200 3.74 (0.28) 1.53 (0.13) 

1b 0/22 200 4.46 (0.34) 1.51 (0.17) 

2a 
143D anti-parallel Na

+
  sol

n
 NMR d[AG3(T2AG3)3] 

2 lateral loops and 1 

central diagonal loop 

21/0 200 2.46 (0.22) 1.66 (0.12) 

2b 0/21 200 3.32 (0.20) 1.85 (0.09) 

3a 
2GKU 

mixed-(3+1) 

form1 
K

+
  sol

n
 NMR d[TTG3(T2AG3)3A] 

1 double chain 

reversal loop and 2 

edgewise/lateral loops 

23/0 200 3.12 (0.22) 1.02 (0.09) 

3b 0/23 200 3.36 (0.15) 1.23 (0.14) 

4a 
2JSL 

mixed-(3+1) 

form2 
K

+  
sol

n
 NMR d[TAG3(T2AG3)3TT] 

1 double chain 

reversal loop and 2 

edgewise/lateral loops 

24/0 200 3.87 ( 0.61) 1.23 ( 0.13) 

4b 0/24 200 4.60 (0.30) 1.57 (0.19) 

5a 

2KZD 

G-rich 

sequence in 

hTERT 

promoter region 

K
+
  sol

n
 NMR 

d[AGGGIAGGGGC

TGGGAGGGC] 

1 double chain 

reversal loop and 2 

edgewise/lateral loops 

19/0 100 3.11 (0.31) 2.14 (0.16) 

5b 0/19 100 4.07 (0.70) 3.59 (0.67) 

6 1KF1 parallel X-ray crystal data d[AG3(T2AG3)3] 
3 double chain 

reversal loops 
18/3 200 3.66 (0.32) 1.30 (0.12) 

7 3R6R parallel X-ray crystal data d[AG3(T2AG3)3] 
3 double chain 

reversal loops 
19/2 100 4.68 (0.27) 1.33 (0.11) 
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2.2.3 Steered Molecular Dynamics Simulation Method 

 

 Steered Molecular Dynamics (SMD) simulations (Balsera et al., 1997; Evans 

and Ritchie, 1997; Izrailev et al., 1997) were carried out using NAMD software with 

charmm27 force field and Generalized Born Implicit Solvent (GBIS) model for water 

(Feig & Brooks, 2004; Qiu, Shenkin, Hollinger, & Still, 1997) on the four human 

telomeric structures. The simulations performed by employing implicit solvent 

models are computationally less expensive compared to simulations in explicit 

solvent, but absence of water molecules may give lower force peaks than otherwise 

(Gao et al., 2002; Xia et al., 2002). However, in our work the qualitative force peaks 

are of sufficient significance as we have employed SMD simulations in a comparative 

study of the four different topologies. The molecules of the explicitly solvated 

models, heated to 300K, were taken and implicitly solvated using the GBIS model. 

SMD simulations were then performed with a time step of 1fs, solvent dielectric 

constant of 78.5, and cutoff of Coulomb forces with a switching function starting at a 

distance of 15Å and reaching zero at 16Å. The SMD simulations with constant 

velocity stretching (SMD-CV protocol) were carried out by fixing one of the terminal 

residues and applying external forces to the dummy atoms attached to another 

terminal residue (SMD residue) with a virtual spring of spring constant 

0.6Kcal/mol/Å
2 

and pulling velocity of 0.0000025Å/fs similar to our earlier study 

(Bera et al., 2014). This spring constant and pulling velocity is much less than that 

considered recently by Burgues-Pupo et al. (Bergues-Pupo et al., 2015) for their SMD 

simulations in explicit solvent. Two different pulling vectors were considered: i) 

parallel and ii) perpendicular to the plane containing H-bonds of the G:G H:W C base 

pairs. The direction of pulling was such that the end-to-end distance always increased, 

i.e. the SMD residue was pulled away from the fixed residues. Each simulation was 

repeated twice with different initial seeds to check the reproducibility. The details of 

fixed residue, SMD residue and direction of pulling are given in Table 2.2. The force 

experienced by the pulled terminal residue, F is  xvtkF  , where, x is the 

displacement of the pulled atom from its original position, v is the pulling velocity, 

and k is the spring constant.  The simulation trajectory was made up by frames 

collected every 1.0ps and then analyzed using CHARMM, BPFIND and NUPARM. 



 

 

 

 

Table 2.2: Details of SMD simulations of G-quadruplexes. 

Topology 

type 

PDB-

ID 
Pulling vector parallel to plane of H-bonds Pulling vector perpendicular to plane of H-bond 

  
SMD 

residue 

Fixed 

residue 

direction of 

force 

SMD 

residue 

Fixed 

residue 
direction of force 

        

parallel 2LD8 
GUA 

(residue 23) 

THY 

(residue 1) 1/√2  +1/√2   
GUA 

(residue 23) 

THY 

(residue 1) 
1/√2  +1/√2   

anti-parallel 143D 
ADE 

(residue 1) 

GUA 

(residue 22)    
ADE 

(residue 1) 

GUA 

(residue 22) 
   

mixed-(3+1)-

form1 
2GKU 

THY 

(residue 1) 

ADE 

(residue 24) 
   

THY 

(residue 1) 

ADE 

(residue 24) 
    

mixed-(3+1)-

form2 
2JSL 

THY 

(residue 1) 

THY 

(residue 25)    
THY 

(residue 1) 

ADE 

(residue 24) 
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2.3 Results 

 

2.3.1 Quantum Chemical Analysis 

 

 The G:G H:W C base pair is an integral part of the G-quartet, which has been 

studied in the context of non-canonical base pairing in RNA (Bhattacharya et al., 

2015; Panigrahi et al., 2011). In G-quadruplex topology, however, four such base 

pairs are arranged in a cyclic orientation, mostly along with a cation of appropriate 

size. We initially optimized a single G-quartet structure in absence of any ion using 

the popular ab initio quantum chemical methods. The N-H…N and N-H…O H-bonds 

and bond angles (Table 2.3) are similar to those reported earlier (Meyer et al., 2001). 

We have also calculated the base pair orientation parameters for all the optimized 

structures (Table 2.4), which were not available in literature. It was clearly evident 

from B3LYP/6-31G(2d,2p) optimized structures that in absence of any ion the base 

pairs of the quartet have comparatively high propeller values indicating that the base 

pairs have a tendency to acquire non-planar geometry (Figure 2.3a). Similar was the 

situation when the same G-quartet was optimized by MP2/6-31G(2d,2p), HF/cc-

pVDZ and GGA:PW91/DZP (Table 2.4) methods. Hoogsteen base pairing mostly 

require large shear similar to G:U Wobble base pairs (Mukherjee et al., 2006) but we 

further noticed an enhancement of shear for the base pairs after optimization of these 

G-quartet in absence of any ion, by all the methods. This indicated deformation of the 

H-bond geometry holding the four guanine bases as a quartet possibly due to 

electrostatic repulsion between the four O6 atoms. All these facts pointed to the 

necessity of presence of a cation, a ligand, or some topological strain from loop or 

bead formation in the G-quartets for their stability and planarity.  Although, K
+
 and 

Na
+
 are both biologically important, relatively small Na

+
 ion can be coordinated in the 

plane of a G-quartet but large K
+
 ions are coordinated only inside G-tetrad stacks 

(Haider et al., 2002). We have therefore, also optimized this quartet in presence of 

single Na
+
 and K

+
 ions separately with the same quantum chemical methods. 

Optimizations in presence of these ions led to a comparatively planar base quartet 

orientation (Figure 2.3b and 2.3c). The base pairs have high buckle value when the 

G-quartet was optimized in presence of a single K
+
 ion by B3LYP/6-31G(2d,2p) 

method (Table 2.4) inducing a non-planarity in the quartet plane, whereas, the Na
+
 

ion containing structures showed lower buckle value (Table 2.4). It may be noted that 
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almost all the WC base pairs in DNA double helix show high negative propeller 

(Halder and Bhattacharyya, 2013), which might arise due to pyramidal amino groups. 

Large buckle, on the other hand, distorts H-bonds. Similar, non-planar structures of 

G-quartets in presence of K
+
 ion have also been observed by high level DFT 

calculations (Gkionis et al., 2014; Meyer et al., 2001; Yurenko et al., 2014). It was 

also indicated earlier that a G-quartet formation is favoured by K
+
 over Na

+
 due to 

higher dehydration energy of Na
+ 

(Deng and Braunlin, 1996; Hud et al., 1996). When 

the base quartet was optimized using HF/cc-pVDZ method without any ion, the shear 

values for the base pairs reached 4.11Å as opposed to ~2.5Å for the base pairs of Na
+ 

ion containing quartets. Similarly, when a single K
+ 

ion was present in the optimized 

structure instead of Na
+ 

and MP2/6-31G(2d,2p) was used as method, the base pairs of 

ion containing quartet were seen to attain small shear value of 1.7Å. In both these 

situations low shear values were accompanied by low propeller values of about 7° 

(Table 2.4).  

 A G-quadruplex consists of two or more stacked G-quartets. We have 

therefore, calculated inter- and intra- base pair parameters for the four NMR 

structures and two crystal structures of telomeric G-quadruplex (Table 2.5 and 2.6). 

Furthermore, from experimental observations it is known that inside a quadruplex a 

G-quartet is mostly stabilized between two ions ( pa kov  et al., 1999). It is difficult 

to evaluate the true nature of a G-tetrad plane from the available structural 

information as these indicate non-planarity of various extents. While the NMR 

structures indicate non-planar geometry with large buckle and propeller values, the X-

ray crystal structures mostly report planar G-quartets (Table 2.5). Thus, we have also 

optimized the G-quartet in presence of two Na
+
 and two K

+
 ions separately with 

B3LYP/6-31G(2d,2p) method. The buckle, propeller and stagger values are found 

lower when two K
+ 

ions are present inducing planarity to the G-quartet (Table 2.4). 

We have observed G-quartet stability relative to ion-coordination (Table 2.3) as 

presence of two K
+ 

ions on either side of a G-quartet gives it the more planarity as 

compared to Na
+
 situation (Figure 2.3d and 2.3e). On the other hand, one Na

+ 
inside 

the G-tetrad core gives similar planarity to the G-quartets (Figure 2.3b).  

 We have calculated partial charges of the atoms using NBO renormalization 

(Glendening et al., 2012; Reed et al., 1988) and found slight charge reduction of the 

ions (ca 0.8 from 1.0). Similar charge redistribution was also observed in buried 

charge systems (Halder et al., 2014; Mukherjee and Bhattacharyya, 2013). However, 
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high charge redistribution was indicated in an earlier report (Yurenko et al., 2014) 

considering Mulliken charges. Nevertheless a single G-quartet does not encompass 

the ion from all sides, for which the full G-quadruplex fold is required and in this case 

charge reduction of the ion is quite possible. 

 

Table 2.3: Details of H-bond parameters (bond length and bond angle) and O6–(ion) 

–O6 angle obtained from optimized geometries of G-tetrad in presence and absence of 

ions. 

parameters 1-sod-1G4 1-pot-1G4 no-ion-1G4 2-sod-1G4 2-pot-1G4 

H-bond length  

(N-H…O) 
1.853 (0.00) 1.899 (0.00) 1.751 (0.01) 1.909 (0.00) 1.928 (0.00) 

H-bond length 

 (N-H…N) 
1.909 (0.00) 1.915 (0.00) 1.990 (0.01) 1.889 (0.01) 1.883 (0.01) 

H-bond angle 

 (N-H…O) 

164.095 

(0.04) 

168.652 

(0.03) 

167.907  

(9.59) 

154.976  

(0.15) 

160.007 

(0.15) 

H-bond angle 

 (N-H…N) 

175.426 

(0.02) 

171.247 

 (0.30) 

166.568  

(1.78) 

176.369 

 (0.93) 

178.222 

(0.07) 

O6– (ion)–O6 

 (diagonal O6) 

175.648 

(0.21) 

134.028  

(0.33)  

115.784  

(12.81) 

100.442 

(1.12) 

O6–(ion)–O6 

 (adjacent O6) 

90.083  

(0.03) 

81.229 

(0.12)  

74.147  

(0.16) 

65.839  

(0.14) 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 2.3: Optimized structure of a G-quartet (a) in absence of any ions, (b) 

containing a single Na
+ 

ion (steel), (c) in presence of one K
+
 ion (pink) in its core, (d) 

containing two Na
+ 

ions (steel) on either side of its core and (e) containing two K
+ 

ion 

(pink) on either side of its core.  
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Table 2.4: Base pair orientation parameters of crystal structure of a G-quartet (156D) 

and its optimized geometry obtained by quantum chemical calculations in presence 

and absence of ions (Na
+
/K

+
). 

method 
base 

pair 
buckle open propeller stagger shear stretch ion 

GGA:PW91/ 

DZP 

 

G1:G2 

0.37 -5.55 -19.05 -0.12 2.83 2.86 none 

-3.09 -4.53 -3.68 -0.16 2.72 2.92 K
+
 

-1.26 -5.47 -8.18 -0.05 2.67 2.92 Na
+
 

G2:G3 

10.82 -5.40 2.42 0.04 2.83 2.88 none 

-11.17 -4.99 10.14 -0.09 2.72 2.90 K
+
 

-8.58 -5.30 10.90 -0.01 2.65 2.92 Na
+
 

G3:G4 

11.93 -6.09 -16.05 -0.13 2.90 2.92 none 

-16.53 -3.48 2.14 -0.07 2.70 2.98 K
+
 

4.99 -5.68 -11.01 -0.11 2.55 2.96 Na
+
 

G4:G1 

-0.41 -8.92 -25.09 0.12 3.01 2.84 none 

-15.08 -3.63 -0.45 -0.09 2.71 2.98 K
+
 

4.82 -5.69 -10.83 -0.11 2.55 2.96 Na
+
 

B3LYP/ 

6-31G(2d,2p) 

G1:G2 

-0.41 -8.92 -25.09 0.12 3.01 2.84 none 

-15.08 -3.63 -0.45 -0.09 2.71 2.98 K
+
 

4.82 -5.69 -10.83 -0.11 2.55 2.96 Na
+
 

-20.79 -7.48 -3.91 -0.33 2.28 2.93 2 Na
+
 

-1.04 -5.61 6.18 0.08 2.39 2.97 2 K
+
 

G2:G3 

-0.79 -5.62 16.25 0.19 2.95 2.91 none 

-12.88 -3.59 5.55 -0.02 2.69 2.98 K
+
 

-5.02 -5.73 10.83 0.11 2.55 2.96 Na
+
 

21.63 -7.46 4.15 0.33 2.28 2.93 2 Na
+
 

1.14 -5.61 -6.03 -0.08 2.39 2.97 2 K
+
 

G3:G4 

11.93 -6.09 -16.05 -0.13 2.90 2.92 none 

-16.53 -3.48 2.14 -0.07 2.70 2.98 K
+
 

4.99 -5.68 -11.01 -0.11 2.55 2.96 Na
+
 

-21.15 -7.45 -4.03 -0.32 2.28 2.93 2 Na
+
 

-1.11 -5.59 6.38 0.09 2.39 2.97 2 K
+
 

G4:G1 

-0.41 -8.92 -25.09 0.12 3.01 2.84 none 

-15.08 -3.63 -0.45 -0.09 2.71 2.98 K
+
 

4.82 -5.69 -10.83 -0.11 2.55 2.96 Na
+
 

21.75 -7.48 3.79 0.34 2.28 2.93 2 Na
+
 

0.95 -5.62 -6.10 -0.08 2.39 2.97 2 K
+
 

$
MP2/ 

6-31G** 

G1:G2 
23.73 -9.45 -26.08 -0.06 2.70 2.93 none 

-13.22 2.58 -38.97 -0.75 1.74 2.54 K
+
 

G2:G3 
-4.34 -7.92 26.83 0.15 2.78 2.91 none 

31.59 -2.92 -8.39 0.08 2.17 2.54 K
+
 

G3:G4 
20.60 -10.27 -29.45 -0.04 2.69 2.92 none 

9.03 -9.35 6.36 -0.27 1.73 2.92 K
+
 

G4:G1 
-0.79 -7.28 23.68 0.21 2.77 2.93 none 

-13.70 -6.93 12.13 -1.00 2.65 2.79 K
+
 

*
HF/cc-pVDZ 

G1:G2 
7.30 -3.41 -15.19 -0.33 3.48 2.97 none 

6.04 -4.90 5.18 0.21 2.48 3.07 Na
+
 

G2:G3 7.30 -3.41 -15.19 -0.33 3.48 2.97 none 
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6.04 -4.90 5.18 0.21 2.48 3.07 Na
+
 

G3:G4 
20.60 -10.27 -29.45 -0.04 2.69 2.92 none 

9.03 -9.35 6.36 -0.27 1.73 2.92 Na
+
 

G4:G1 
-16.33 -6.79 1.40 0.01 4.11 2.94 none 

-0.90 -5.12 -0.09 -0.13 2.48 3.07 Na
+
 

crystal 

structure 

G1:G2 31.12 -1.40 -10.04 0.11 2.25 2.91 

none G2:G3 1.26 -4.73 7.04 0.31 1.86 2.82 

G3:G4 -9.61 -3.20 0.89 -0.33 2.16 2.91 

G4:G1 -4.92 -4.77 -1.38 -0.16 2.23 2.96 
$
optimizations of G-quartet with Na

+ 
ions using MP2/6-31G(2d,2p) did not converge. 

*
parameters for K

+ 
were not available for this basis set. 

 

Table 2.5: Intra-base pair parameters of initial geometry of the four NMR structures 

and two crystal structures of telomeric G-quadruplexes. 

buckle open propeller stagger shear stretch 

base 

pair 

(bp) 

quartet & 

bp type 

NMR structure with parallel topology (PDB ID: 2LD8) 

 (initial geometry for simulations 1a & 1b) 

4.19 -4.47 3.2 0.82 3.14 2.80 G3:G9 

Q1 

W:H 

-0.10 -8.37 3.94 -0.27 3.10 2.95 G9:G15 

-8.79 1.50 9.20 0.01 3.15 2.77 G15:G21 

-5.94 -6.78 -9.28 -0.29 2.67 2.95 G21:G3 

16.54 -4.81 -0.79 0.39 2.80 2.82 G4:G10 

Q2  

W:H 

5.98 0.0 -6.58 -0.44 2.05 2.82 G10:G16 

8.63 -10.74 8.58 -0.11 2.69 2.99 G16:G22 

-3.69 -2.73 -14.49 -0.41 2.21 2.78 G22:G4 

20.85 -2.56 -9.45 -0.54 2.57 2.78 G5:G11 

Q3 

W:H 

-3.27 -6.97 -13.60 -0.39 2.22 2.82 G11:G17 

31.73 -3.96 -0.57 -0.17 2.70 2.84 G17:G23 

-12.47 -6.89 -2.56 -0.33 2.31 2.87 G23:G5 

NMR structure with anti-parallel topology (PDB ID: 143D)  

(initial geometry for simulations 2a & 2b) 

-0.95 -2.66 1.47 0.67 2.60 2.76 G2:G10 

Q1 

W:H 

-19.99 -4.79 12.89 0.08 2.64 2.87 G10:G22 

-25.57 -0.41 -6.20 -0.29 2.89 2.85 G14:G2 

-21.06 -5.69 7.69 -0.48 2.75 2.86 G22:G14 

-13.95 -4.87 -3.73 0.36 -2.80 2.88 G3:G9 

Q2 

H:W 

-8.92 -1.90 8.17 0.37 -2.50 2.86 G9:G21 

-17.78 -1.80 -2.78 0.26 -3.06 2.82 G21:G15 

-10.74 -6.65 3.91 0.28 -2.78 2.95 G15:G3 

16.32 7.39 19.13 1.22 2.53 2.53 G4:G8 

Q3 

W:H 

9.87 -8.38 12.42 0.46 2.07 2.83 G8:G20 

-4.85 -7.22 4.03 0.01 3.01 2.96 G20:G16 

25.03 -7.67 -10.86 0.78 2.51 2.83 G16:G4 

NMR structure with mixed-(3+1)-form1 topology (PDB ID: 2GKU)  

(initial geometry for simulations 3a & 3b) 

-4.51 -3.28 5.78 0.20 -2.30 2.96 G3:G9 

Q1 

H:W 

-14.58 -6.06 -2.30 -0.25 -2.18 2.92 G9:G17 

1.09 -2.58 -10.39 -0.05 -2.16 2.88 G17:G21 

1.60 -5.38 3.25 0.03 -2.15 2.96 G21:G3 



Chapter II: Structural Studies of Quadruplex DNA 

Page | 99  
 

-4.63 -4.44 -8.28 -0.28 2.61 3.00 G4:G10 

Q2 

W:H 

9.71 -9.75 -0.27 0.22 2.45 2.97 G10:G16 

-4.38 2.09 5.92 0.13 2.73 2.93 G16:G22 

-4.33 174.9 -0.19 0.29 0.50 -7.94 G22:G4 

10.54 -5.18 -5.78 -0.07 2.73 2.91 G5:G11 

Q3 

W:H 

12.00 0.59 -4.67 -0.06 2.53 2.94 G11:G15 

13.68 -6.58 0.88 0.11 2.59 3.03 G15:G23 

5.73 -4.02 -1.74 -0.14 2.60 3.05 G23:G5 

NMR structure with mixed-(3+1)-form2 topology (PDB ID: 2JSL)  

(initial geometry for simulations 4a & 4b) 

-14.43 -4.96 3.50 -0.24 -2.61 3.05 G3:G11 

Q1 

H:W 

-3.01 -4.32 -12.12 0.06 -2.32 3.05 G11:G15 

1.23 -4.37 -1.19 0.05 -2.55 3.07 G15:G21 

1.76 -4.10 3.52 -0.14 -2.45 3.05 G21:G3 

-1.10 -5.71 4.77 -0.13 2.81 3.08 G4:G10 

Q2 

W:H 

0.10 -1.23 -7.22 0.07 2.87 3.04 G10:G16 

7.33 -5.23 -1.94 0.04 2.50 3.08 G16:G22 

6.94 -4.62 1.27 0.02 2.92 3.02 G22:G4 

-9.89 -0.35 4.88 -0.20 2.77 3.01 G5:G9 

Q3 

W:H 

7.90 -6.13 -10.84 -0.09 2.73 3.05 G9:G17 

10.58 -7.81 -4.78 0.39 2.99 3.00 G17:G23 

17.49 -2.82 8.62 0.22 3.31 2.93 G23:G5 

Crystal structure (parallel topology) (PDB ID: 1KF1)  

(initial geometry for simulation6) 

1.75 -5.95 -3.60 0.20 2.52 2.97 G2:G8 

Q1 

W:H 

1.86 -4.27 1.38 0.01 2.50 2.87 G8:G14 

3.98 -4.38 -1.65 -0.03 2.34 2.99 G14:G20 

-0.04 -5.66 3.62 -0.09 2.52 2.84 G20:G2 

10.19 -1.60 -2.45 -0.15 2.40 2.91 G3:G9 

Q2 

W:H 

11.32 -7.96 -3.10 0.02 2.43 2.91 G9:G15 

6.17 -2.10 2.61 -0.21 2.60 2.81 G15:G21 

6.09 -5.78 -7.18 0.12 2.47 2.92 G21:G3 

13.54 -1.59 -1.87 0.12 2.38 2.82 G4:G10 

Q3 

W:H 

15.66 -4.77 -4.09 -0.15 2.43 2.90 G10:G16 

15.93 -2.56 -2.85 0.20 2.51 2.86 G16:G22 

16.51 -4.51 -1.88 -0.04 2.48 2.99 G22:G4 

Crystal structure (parallel topology) (PDB ID: 3R6R)  

(initial geometry for simulation7) 

-1.17 -5.44 -4.33 -0.15 2.79 2.83 G2:G8 

Q1 

W:H 

2.28 -3.22 -3.84 -0.10 2.73 2.85 G8:G14 

3.33 -4.41 -3.24 -0.30 2.70 2.88 G14:G20 

-0.04 -5.66 3.62 -0.09 2.52 2.84 G20:G2 

3.34 -0.93 -5.65 -0.18 2.53 2.88 G3:G9 

Q2 

W:H 

8.98 -5.17 -1.20 -0.15 2.48 2.84 G9:G15 

1.60 -2.67 -2.72 -0.16 2.56 2.98 G15:G21 

6.10  -6.98 -3.14 -0.12 2.50 2.98 G21:G3 

5.73 -0.43 0.42 -0.06 2.82 2.87 G4:G10 

Q3 

W:H 

14.10 -5.95 -3.72 0.05 2.66 2.95 G10:G16 

4.63 -1.58 -0.24 0.01 2.79 2.90 G16:G22 

14.78 -6.71 -4.93 0.05 2.71 2.98 G22:G4 
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Table 2.6: Intra-base pair parameters of initial geometry of the four NMR and two 

crystal structures of telomeric G-quadruplexes. 

tilt roll twist shift slide rise 
base pair  

(bp) 

strand 

orient
n
 

stack 
bp  

type 

parallel topology (PDB ID: 2LD8) (initial geometry for simulations 1a & 1b) 

1.77 6.53 22.17 0.12 -1.90 3.55 G3:G9::G4:G10 p* 

Q1-

Q2 

W:H::W:H 

-3.14 4.78 22.33 -0.33 -1.84 3.34 G9:G15::G10:G16 p W:H::W:H 

2.13 4.59 21.11 0.54 -1.45 3.13 G15:G21::G16:G22 p W:H::W:H 

-3.43 5.60 25.94 0.22 -2.40 3.25 G21:G3::G22:G4 p W:H::W:H 

-2.13 -2.48 30.96 0.03 -2.22 3.57 G4:G10::G5:G11 p 

Q2-

Q3 

W:H::W:H 

-5.18 2.24 30.58 -0.72 -2.80 3.41 G10:G16::G11:G17 p W:H::W:H 

-1.02 -0.74 30.92 0.17 -1.93 3.08 G16:G22::G17:G23 p W:H::W:H 

-0.94 6.95 29.31 -0.38 -2.96 3.09 G22:G4::G23:G5 p W:H::W:H 

anti-parallel topology (PDB ID: 143D) (initial geometry for simulations 2a & 2b) 

-0.41 10.46 37.99 0.92 -1.99 4.35 G2:G10::G3:G9 ap** 

Q1-

Q2 

W:H::H:W 

9.28 3.59 36.39 1.48 3.41 4.24 G9:G21::G10:G22 p H:W::W:H 

0.75 -5.09 35.03 -0.19 3.97 3.18 G21:G15::G22:G14 ap H:W::W:H 

9.36 -0.43 34.76 -0.37 -2.61 3.23 G14:G2::G15:G3 p W:H::H:W 

6.77 16.99 8.07 0.42 -1.66 3.10 G3:G9::G4:G8 ap 

Q2-

Q3 

H:W::W:H 

0.84 -11.81 10.99 -0.28 1.13 3.72 G8:G20::G9:G21 p W:H::H:W 

1.30 -6.67 11.47 -0.53 0.79 3.76 G20:G16::G21:G15 ap W:H::H:W 

-7.63 6.62 16.99 0.93 -0.39 2.98 G15:G3::G16:G4 p H:W::W:H 

mixed-(3+1)-form1 topology (2GKU) (initial geometry for simulations 3a & 3b) 

-1.32 1.31 14.95 -0.49 -1.72 3.64 G3:G9::G4:G10 p 

Q1-

Q2 

H:W::W:H 

0.08 -3.20 18.52 -0.14 -0.68 2.99 G9:G17::G10:G16 ap H:W::W:H 

1.14 -6.63 16.95 0.51 1.50 3.63 G16:G22::G17:G21 ap W:H::H:W 

1.61 2.19 17.63 0.13 -1.72 3.85 G21:G3::G22:G4 p H:W::W:H 

-5.53 0.91 27.58 -0.84 -2.67 3.00 G4:G10::G5:G11 p 

Q2-

Q3 

W:H::W:H 

-6.27 16.04 23.98 -0.76 -1.51 4.46 G10:G16::G11:G15 ap W:H::W:H 

7.38 -5.83 25.17 0.43 1.44 4.46 G15:G23::G16:G22 ap W:H::W:H 

-0.26 0.48 26.14 0.21 -2.89 3.03 G22:G4::G23:G5 p W:H::W:H 

mixed-(3+1)-form2 topology  (2JSL) (initial geometry for simulations 4a & 4b) 

-0.57 5.74 19.83 0.46 -1.29 3.42 G3:G11::G4:G10 ap 

Q1-

Q2 

H:W::W:H 

2.63 -2.24 19.93 0.25 2.42 3.73 G10:G16::G11:G15 ap W:H::H:W 

-1.90 1.91 19.51 -0.75 -1.78 3.48 G15:G21::G16:G22 p H:W::W:H 

0.05 4.67 19.34 -0.30 -1.20 3.52 G21:G3::G22:G4 p H:W::W:H 

-3.85 8.16 24.01 -0.01 -1.87 4.19 G4:G10::G5:G9 ap 

Q2-

Q3 

W:H::W:H 

5.53 3.85 23.42 0.30 2.47 3.64 G9:G17::G10:G16 ap W:H::W:H 

-5.33 -0.58 24.69 -0.66 -2.37 3.21 G16:G22::G17:G23 p W:H::W:H 

-0.51 1.87 25.92 -0.33 -1.77 3.31 G22:G4::G23:G5 p W:H::W:H 

Crystal structure (parallel topology) (PDB ID: 1KF1) (initial geometry for simulation6) 

0.80 5.98 27.88 -0.21 -2.44 3.42 G2:G8::G3:G9 p 

Q1-

Q2 

W:H::W:H 

-2.29 1.79 28.12 -0.30 -2.25 3.32 G8:G14::G9:G15 p W:H::W:H 

0.55 3.74 28.43 -0.13 -2.21 3.43 G14:G20::G15:G21 p W:H::W:H 

-4.36 2.50 27.94 0.05 -2.41 3.47 G20:G2::G21:G3 p W:H::W:H 

-3.59 3.49 29.08 -0.49 -2.49 3.40 G3:G9::G4:G10 p 

Q2-

Q3 

W:H::W:H 

-3.50 2.86 28.40 -0.43 -2.41 3.44 G9:G15::G10:G16 p W:H::W:H 

-3.54 3.81 28.23 -0.38 -2.25 3.34 G15:G21::G16:G22 p W:H::W:H 

-1.97 3.44 29.41 -0.24 -2.45 3.19 G21:G3::G22:G4 p W:H::W:H 

Crystal structure (parallel topology) (PDB ID: 3R6R) (initial geometry for simulation7) 

-1.38 3.00 31.09 -0.07 -2.59 3.31 G2:G8::G3:G9 p 
Q1-

Q2 

W:H::W:H 

0.55 0.92 29.20 -0.13 -2.48 3.23 G8:G14::G9:G15 p W:H::W:H 

-1.71 1.36 29.40 -0.15 -2.44 3.30 G14:G20::G15:G21 p W:H::W:H 
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-1.75 1.80 29.85 0.00 -2.43 3.36 G20:G2::G21:G3 p W:H::W:H 

-1.47 2.66 26.69 -0.48 -2.41 3.21 G3:G9::G4:G10 p 

Q2-

Q3 

W:H::W:H 

-2.94 0.97 27.69 -0.24 -2.19 3.32 G9:G15::G10:G16 p W:H::W:H 

-1.37 3.96 27.57 -0.37 -2.29 3.32 G15:G21::G16:G22 p W:H::W:H 

-1.87 0.80 27.38 -0.13 -2.28 3.18 G21:G3::G22:G4 p W:H::W:H 

*p: parallel 

**ap: anti-parallel 

 

2.3.2 Molecular Dynamics Simulation Analysis 

 

2.3.2.1 Dynamics and Fluctuation 

 

 The root-mean-square deviations (RMSD) of the trajectories with respect to 

the energy-minimized structures of the corresponding quadruplexes were calculated 

with the aim of studying overall behaviour of the simulations. The RMSD values were 

calculated for both the all-atom structure and the G-quartet stacks (Table 2.1). The 

structural integrity of all the human telomeric G-quadruplexes with Na
+
 or K

+
 

counter-ions persisted during the complete course of 200ns MD-run as the RMSD 

values rarely reached 2Å for the guanine residues (Figure 2.4). The all-atom RMSD 

vs. time plots indicated that only after a time period of about 20ns the systems settle 

down. Therefore, we treated this as equilibration time and carried out all analyses on 

the trajectory portions beyond this point, except for simulation2b, which took 25ns to 

settle down and hence its equilibration time was considered to be 25ns. The average 

RMSDs of the all-atom structures were found to be slightly greater than those of the 

G-quartet stacks, which can be considered as a result of loop flexibility.  The standard 

deviation in RMSD for G-tetrad stacks are lowest for the anti-parallel topology 

(Figure 2.4), indicating most stable structures. The mixed-(3+1)-form2 shows slight 

instability with higher fluctuations of RMSD. The average RMSD along with their 

standard deviations for G-quartet stacks in simulations 5a and 5b for the non-

telomeric form was found to be the highest (Table 2.1). 
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(a) 

 
(b) 

Figure 2.4: RMSD of guanine stacks of the four topology-types simulated with (a) 

Na
+
 counter-ions and (b) K

+
 counter-ions. The black, blue, red and magenta lines 

represent parallel, anti-parallel, mixed-(3+1)-form1 and mixed-(3+1)-form2 

topologies respectively. 

  

 It is already established that G-quadruplex formation requires presence of 

monovalent cations such as Na
+
, K

+
, or NH4

+
 (Neidle and Parkinson, 2003) in its 

electronegative central channel created by the O6 carbonyl oxygen atoms of guanine 

residues. Our Monte Carlo ion-placement method positioned two ions (Na
+
/K

+
) inside 

this channel. These ions were retained in their positions during the energy 

minimization steps. The MD simulations may have overcome the local energy barrier 

and moved the ions from inside the G-tetrad core into the solvated state. We have 

therefore plotted time development of ion-position inside the quadruplex for the all 

simulations (Figure 2.5.1 and 2.5.2). We found that the Na
+ 

ion which was expelled 

into the solvent re-entered the G-tetrad core both in case of anti-parallel and mixed-

(3+1)-form1 topologies. The simulations with K
+
 ions showed a similar trend of ion-

movement, although to a lower extent. However, in all the simulations, one of the 

counter-ions retained its position inside the central-ion channel. Thus, in spite of such 

ion movements, the G-quadruplex structures do not become completely unstable and a 

clear idea about their topologies can still be obtained.  It may further be noted that 

such ions expulsion, possibly due to mutual electrostatic repulsion was also indicated 

from high resolution crystallography (Laughlan et al., 1994). Movement of ions from 

the G-tetrad core into the solvent have also been reported from theoretical calculations 

and attributed to force field errors (Chowdhury and Bansal, 2000; Fadrná et al., 2009; 

Hazel et al., 2006;  poner et al., 2012). As indicated earlier, significant charge 

diffusion from the cation to the guanine bases is possible, especially within a G-tetrad 

core (Halder et al., 2014; Yurenko et al., 2014). This force-field, however, does not 

consider such polarization effect and may overestimate ionic repulsions.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.5.1: Time evolution plot of two Na+ ions (red and blue) initially present 

inside G-tetrad core of (a) parallel, (b) anti-parallel, (c) mixed-(3+1)-form1 and (d) 

mixed-(3+1)-form2 topologies. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.5.2: Time evolution plot of two K
+
 ions (red and blue) initially present 

inside G-tetrad core of (a) parallel, (b) anti-parallel, (c) mixed-(3+1)-form1 and (d) 

mixed-(3+1)-form2 topologies. 
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 The Root-mean-square fluctuations (RMSF) of the base atoms for all the 

simulations were calculated using CHARMM (Figure 2.6) software. The basket-type 

anti-parallel quadruplex (simulations 2a and 2b) has low RMSF for most of the bases 

(less than 1.5Å). Although, the guanine bases in propeller-type parallel-stranded 

quadruplex were found to be stable with less than 1.5Å RMSF, some of its loop bases 

were seen to have comparatively high RMSF of about 3.5Å. The guanine bases of 

mixed-(3+1)-form1 topology were seen to have lowest fluctuations in presence of 

both Na
+
 (simulation3a) and K

+ 
(simulation3b) ions. The mixed-(3+1)-form2 topology 

followed a similar trend with slightly higher RMSF.  

 

 
(a) 

 
(b) 

Figure 2.6: RMSF of all the bases of the four topology-types simulated with (a) Na
+
 

counter-ions and (b) K
+
 counter-ions. The black, blue, red and magenta lines represent 

parallel, anti-parallel, mixed-(3+1)-form1 and mixed-(3+1)-form2 topologies 

respectively. 

 

 The residue average temperature factor (B-factors) for the initial crystal 

structures were calculated from the multiple models reported in NMR structure by 

GROMACS (Hess et al., 2008) software to compare with our simulation data (Table 

2.7.1). Similarly, the B-factors for these structures were also obtained from the 

respective simulated snapshots (Table 2.7.2). We found that the B-factors are always 

higher for the loop residues of all the experimentally reported structures as well as our 

simulations. We observed that the difference in B-factors for the loop residues and the 

G-stem residues were amplified when calculated from simulations as compared to 

those from crystal.  The relatively smaller B-factors in crystal structures are probably 

due to contact between symmetry related molecules restricting the movement of the 

loops. The guanine bases in propeller-type parallel-stranded quadruplex were found to 

have B-factors greater than 15Å
2
, whereas, for the anti-parallel and mixed-(3+1)-
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form1 quadruplexes the B-factors attain values less than 10Å
2
. It is noted that the 

some of the adenine and thymine residues of the loop-region of anti-parallel and 

mixed-(3+1)-form1 have B-factors quiet comparable to those of guanine residues, 

which is in correspondence to the fact that there exists Ade:Thy base pairs in the 

loops of these topologies (Figure 2.2.3a). Interestingly, such base pairing between the 

loop residues is completely absent in the parallel topology while they appear as a 

capping elements in the anti-parallel and mixed-forms. 

  

Table 2.7.1: Average temperature-factor (B-factor in Å
2
) of each residue for the 

initial structure as obtained from PDB. Number of models (conformers submitted) in 

the NMR structures are given below the PDB-IDs. 

base 

no. 
seq 1KF1  3R6R  

parallel 

(2LD8) 

(10) 

anti-parallel 

(143D) 

(6) 

mixed-(3+1)-

form1(2GKU) 

(12) 

mixed-(3+1)-

form2 (2JSL) 

(10) 

  
X-ray crystal 

structures (parallel) 
NMR reported structures 

1    30.96 

 

14.44 19.41 

2  58.58 41.79 18.29 36.08 9.98 29.96 

3 GUA 40.51 27.50 4.86 20.48 4.12 2.07 

4 GUA 37.25 25.74 3.84 21.54 2.53 4.36 

5 GUA 40.36 23.78 5.29 20.27 2.8 3.89 

6 THY 52.89 37.36 11.4 298.78 52.79 25.33 

7 THY 55.18 30.61 19.8 33 17.08 6.15 

8 ADE 41.54 29.09 11.03 23.93 119.73 5.35 

9 GUA 36.85 20.53 5.32 7.39 12.04 3.37 

10 GUA 38.30 17.75 2.75 12.73 3.16 2.09 

11 GUA 36.30 19.56 3.6 31.76 3.57 3.89 

12 THY 52.90 31.52 8.49 348.94 328.69 10.36 

13 THY 47.51 28.83 12.99 144.86 8.09 8.71 

14 ADE 47.30 28.29 4.75 65.29 10.39 3.32 

15 GUA 40.36 21.85 4.09 13.94 8.15 1.77 

16 GUA 35.77 21.64 3.04 17.27 4.76 3.11 

17 GUA 35.25 22.62 2.58 34.59 2.45 5.64 

18 THY 50.02 37.41 9.32 763.63 37.34 41.41 

19 THY 47.78 29.86 14.48 673.32 19.72 98.47 

20 ADE 48.74 31.96 5.98 17.81 4.73 223.15 

21 GUA 34.62 20.24 2.77 26.14 10.11 10.09 

22 GUA 34.78 21.41 4.16 18.55 2.12 8.67 

23 GUA 41.60 23.92 6.51 9.08 2.14 5.2 

24    

  

18.31 5.04 

25       9.52 



 

 

Table 2.7.2: Average temperature-factor (B-factor in Å
2
) of each residue calculated from simulation trajectories. 

  
B-factor (temperature factor) calculated based on snapshots from the last 180ns simulation trajectory 

base 

no. 
seq 

Simulation1a Simulation1b Simulation2a Simulation2b Simulation3a Simulation3b Simulation4a Simulation4b Simulation6 

parallel topology anti-parallel topology mixed-(3+1)-form1 topology mixed-(3+1)-form2 topology parallel topology 

1 
 

1097.27 1512.63 
  

34.17 34.33 265.44 84.431 
 

2 
 

167.25 204.88 23.80 56.40 352.63 221.61 1387.33 206.329 175.31 

3 GUA 18.26 24.76 12.72 14.78 10.29 15.05 20.43 11.755 14.23 

4 GUA 14.71 20.93 12.11 7.11 10.01 12.73 22.43 14.686 10.04 

5 GUA 12.90 19.98 14.77 6.24 8.18 9.98 29.03 19.128 9.86 

6 THY 53.01 527.05 863.52 311.11 387.77 412.31 759.58 356.157 88.37 

7 THY 842.66 867.83 26.33 15.70 499.64 647.47 92.07 561.152 659.10 

8 ADE 106.19 744.42 204.53 166.16 396.84 509.55 1050.75 301.817 109.80 

9 GUA 20.85 26.59 12.48 6.21 58.49 16.90 23.6 24.745 16.32 

10 GUA 17.20 17.85 11.32 6.08 9.54 14.79 24.9 16.558 10.94 

11 GUA 16.83 14.74 9.86 18.54 8.81 10.91 26.15 15.583 10.98 

12 THY 908.44 636.70 79.01 142.70 205.45 100.05 339.49 27.606 68.63 

13 THY 771.11 1171.11 24.87 28.92 25.48 57.01 1055.64 62.336 723.20 

14 ADE 451.47 595.76 15.96 109.12 241.20 142.70 679.29 37.670 457.27 

15 GUA 23.54 20.18 8.14 18.15 5.96 7.04 24.05 17.977 18.82 

16 GUA 18.80 14.25 7.89 6.31 6.03 9.32 22.35 22.292 12.19 

17 GUA 16.23 13.16 11.96 5.26 6.82 10.82 26.57 34.515 11.23 

18 THY 66.59 304.40 606.51 635.71 23.72 568.64 832.78 570.049 229.99 

19 THY 713.88 797.78 38.13 32.13 48.02 68.17 616.55 413.273 897.50 

20 ADE 146.03 144.55 18.40 15.36 17.95 18.41 768.56 654.486 562.40 

21 GUA 20.19 20.46 10.40 5.59 7.95 10.22 19.62 17.804 16.74 

22 GUA 17.43 17.09 9.02 6.78 8.46 9.83 20.57 19.616 11.49 

23 GUA 15.49 20.10 10.07 24.28 8.66 8.70 31.53 26.792 11.91 

24 
     

35.68 145.58 568.73 323.187 
 

25 
       

14821.4 908.678 
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2.3.2.2 Structural Variability 

 

 An idea about the initial geometry of the structures reported by NMR was 

obtained from their base pair and base pair step parameters (Table 2.5 and 2.6) 

calculated using NUPARM software. The intra-base pair parameters viz., propeller, 

buckle, open, shear, stagger, stretch have been calculated for all the simulated systems 

(Table 2.8.1, 2.8.2, 2.9.1, 2.9.2 and 2.10). As the G-quadruplex structures are formed 

by guanine containing sequences only, there is no question of sequence dependant 

structural variations, as is observed in DNA or RNA double helices. The four stranded 

helix, however has two G-quartet stacks formed by stacking of base pairs on one 

another. The possible base pair stacking types are: (i) W:H::W:H, (ii) H:W::W:H and 

(iii) W:H::H:W, where ‘::’ indicates stacking and ‘:’ indicates base pairing. The roll, 

twist and slide values were seen to depend on the base pair stacking types (Table 

2.9.1 and 2.9.2). For obvious reasons the slide values change sign between 

H:W::W:H and W:H::H:W stacks of G:G base pairs.  

  The parallel topology is composed of only W:H C base pairs and follows 

W:H::W:H type of base pair step pattern. The buckle, open, stagger and stretch 

parameters of all the W:H C base pairs forming the parallel topology were found to be 

low and close to B-DNA like in simulation1a i.e. in presence of Na
+ 

counter-ions 

(Table 2.8.1). However, when the simulation was performed with K
+ 

counter-ions, the 

buckle and stagger parameters for the base pairs of Quartet3 were found to be higher 

(Table 2.8.2). Such difference in values is probably due to the size difference of the 

counter-ions, larger-ions inducing a non-planarity in the G-quartet (Gkionis et al., 

2014; Yurenko et al., 2014). The shear value is always seen to be greater than 2.5Å 

and independent of the type of counter-ion present, except for the situation where 

Quartet3 of simulation2b has values less than 2Å but is accompanied by high buckle. 

The initial geometry from NMR had base pairs steps with twist values around 20
o
 and 

30° along with roll values within 6° (Table 2.6). The twist values for all the steps all 

of parallel topology (simulations 1a, 1b, 6 and 7) were close to 30°, similar to the 

values in crystal structures (Table 2.6, 2.9.1, 2.9.2 and 2.10).  

 The intra-base pair parameter, (Table 2.5) calculated for the initial crystal 

structures of the parallel topology quadruplex (simulations 6 and 7), indicated a slight 

difference between their initial geometries, which might be attributed to the presence 

of a ligand in contact with the quadruplex of simulation7. The same intra-base pair 
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parameters calculated over the trajectories of these simulations (Table 2.10) showed 

high standard deviations for the propeller, buckle, shear and stagger parameters of the 

base pairs forming the external G-quartets.  

 The 3D topology of anti-parallel form contains a diagonal loop encompassing 

Quartet1 and one Ade:Ade (A:A h:h C) base pair acting as a capping for the same. 

The Quartet3 is capped by two Ade:Thy (A:T H:W T) base pairs. It was shown from 

analysis of non-coding RNA that hairpin loops of different forms give additional 

stability to the double helical structures (Lee and Gutell, 2014). The shear values for 

all the G:G W:H C base pairs of anti-parallel topology (simulation2a) were seen to be 

less that 2Å which is also lower than that seen for the base pairs of parallel-topology.  

The capping provided to the outer quartets in case of anti-parallel topology probably 

gives more firmness to the structure as compared to that of the parallel topology. 

Since, this topology consists of a mixture of W:H C and H:W C base pairs, there 

forms two types of base pair steps viz, W:H::H:W and H:W::W:H. The twist values 

are found to be around 20° accompanied by rather high roll (> 6°). The situation is 

almost similar for simulation2a and simulation2b, although the variations in roll 

values are higher when the simulation is performed with larger K
+ 

counter-ions. 

 Similar to the anti-parallel topology, the mixed-(3+1)-form1 3-D structure also 

contains two base pairs involving the loop residues. The capping effect is evident 

from the low buckle value (< 1°) of G21:G3 H:W C base pair of Quartet1 which is 

restricted by T1:A20 W:W C base pair, in both simulation3a (Na
+
 counter-ion) and 

simulation3b (K
+ 

counter-ion). A similar low buckle value is also seen for some base 

pairs of Quartet3 capped by T13:A24 W:W T base pair. During simulation3a, one of 

the Na
+
 ions attempted to move into the solvent leaving the G-tetrad core, but after 

about 120ns we observed that both the Na
+
 ions remain inside the G-tetrad channel 

and close to Quartet2 (Figure 2.5.1), similar to our G-quartet and 2-ions model 

system studied by quantum chemical approach. It is to be noted that, similar to the 

anti-parallel form, in case of mixed-(3+1)-form1 also there exist restrains imposed on 

both the outer quartets by two loop-residue base pairs. Unlike this topology, the 

mixed-(3+1)-form2 contains only one base pair involving the loops residues. The 

T24:T7 W:W T base pair formed by the distant bases T24 and T7 bases is incapable 

of providing a capping to Quartet3 which is as strong as the restrain provided by loop 

region base pairs of other topologies. Thus, the overall shear value is slightly higher 

than 2Å for both simualtion4a and simulation4b. The G5:G9 W:H C base pair of 
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Quartet3 has high buckle value compared to the other base pairs of this topology. It 

might be due to the involvement of T7 in base pair formation which exerts a straining 

effect on G9, in turn slightly deforming the G9:G17 W:H C base pair. 

 The mixed topologies have identical 3-D structure and similar base pair step 

pattern. The Quartet1-Quartet2 stack has one W:H::H:W (G9:G17::G10:G16) and 

three H:W::W:H C type of base pair steps. The backbone strands may run either in the 

same direction or in opposite directions giving rise to parallel or anti-parallel strand 

orientations respectively. The Quartet2-Quartet3 stack has the same W:H::W:H base 

pair step pattern throughout. The twist parameter in both the topologies clearly attains 

values in two different ranges: nearly 18° for base pair steps of Quartet1-Quartet2 and 

~30° for Quartet2-Quartet3 (W:H::W:H) stack. 

 The large standard deviations in structural parameters of some of the quartets 

and G4-stacks can be attributed to the movement of ions. It can thus be stated that the 

anti-parallel topology and mixed-(3+1)-form1 are the topologies which experienced 

least structural variability during simulations making them comparatively more rigid 

and thus, may exist as major conformations. This is in agreement with the 

experimental finding that the basket-type structure becomes the most stable in 0.1M 

NaCl solutions (Maruyama et al., 2011). The primary reason may be the presence of 

restrictions imposed by loops and base pairs in the loop region. Also, the base pair 

stacking pattern of W:H::H:W or H:W::W:H in these systems add to the stability, 

since such stacks have base pairs steps with twist ~20° as compared to W:H::W:H 

stacks with 30° twist. 

 The structure of the non-telomeric G-rich promoter sequence resembles the 

mixed-(3+1)-form2 closely in terms of base pairing pattern and loop orientation. In 

simulation5b most of the base pairs of Quartet1 attained abnormal average buckle of 

131°, average open angle of -73°, average stagger of -9Å, etc. (Table 2.8.1 and 2.8.2) 

indicating totally unstructured form with broken H-bonds. The average twist angle of 

this non-telomeric sequence for Quartet1-Quartet2 and Quartet2-Quartet3 stacks are 

~20° and ~30°, respectively, in Na
+
 environment. In K

+
 environment the Quartet1-

Quartet2 step parameters adopt absurd values. All these features clearly indicate un-

stacking of the Quartet1-Quartet2 stack in presence of K
+ 

ion in its core, 

differentiating this from the structure adopted by mixed-(3+1)-form2. Hence, 

considering such deformity we did not extend these simulations to 200ns.  

 



 

 

Table 2.8.1: Average values along with standard deviations (within parenthesis) of the six base pair parameters for the base pairs of the four 

telomeric topologies (NMR structure) and one non-telomeric structure. This data set has been generated from the trajectories of simulations 1a, 

2a, 3a and 4a and 5a where the simulation has been performed with Na
+
 counter-ions. Q1, Q2 and Q3 represent Quartet1, Quartet2 and Quartet3 

respectively. 

buckle open propeller stagger shear stretch base pair (bp) Quartet bp type 

parallel topology (PDB ID: 2LD8) (simulation1a) 

4.96  (  11.26) -3.30  (   5.69) -8.87  (   9.24) -0.21  (   0.55) 3.27  (   0.69) 2.87  (   0.19) G3:G9 

Q1 W:H 
6.17  (  10.95) -3.40  (   5.66) -5.74  (   9.76) -0.23  (   0.54) 2.82  (   0.73) 2.93  (   0.22) G9:G15 

8.57  (  10.14) -3.50  (   5.36) -4.37  (  10.10) -0.12  (   0.54) 3.16  (   0.70) 2.89  (   0.20) G15:G21 

1.69  (   9.98) -4.75  (   5.06) -2.28  (   9.50) -0.34  (   0.48) 2.84  (   0.58) 2.89  (   0.15) G21:G3 

2.97  (   9.88) -3.47  (   4.90) -7.10  (   8.69) -0.25  (   0.41) 2.95  (   0.73) 2.89  (   0.14) G4:G10 

Q2 W:H 
2.55  (  10.09) -3.79  (   4.81) -4.44  (   8.20) -0.28  (   0.42) 2.95  (   0.73) 2.88  (   0.15) G10:G16 

5.51  (   9.51) -3.52  (   4.95) -7.36  (   8.93) -0.25  (   0.42) 2.97  (   0.74) 2.89  (   0.15) G16:G22 

2.79  (  10.05) -3.60  (   5.07) -1.89  (   8.04) -0.26  (   0.41) 2.95  (   0.69) 2.88  (   0.14) G22:G4 

7.39  (  10.15) -3.57  (   3.77) -1.69  (   8.62) 0.08  (   0.44) 2.09  (   0.42) 2.98  (   0.14) G5:G11 

Q3 W:H 
10.59  (  11.21) -3.59  (   3.85) 0.65  (   8.76) 0.08  (   0.46) 2.14  (   0.40) 2.98  (   0.14) G11:G17 

8.55  (  10.67) -3.12  (   3.88) -2.66  (   9.16) 0.05  (   0.46) 2.09  (   0.43) 2.98  (   0.14) G17:G23 

11.56  (  11.07) -3.46  (   3.82) 1.84  (   8.79) 0.10  (   0.46) 2.11  (   0.40) 2.97  (   0.14) G23:G5 

anti-parallel topology (PDB ID: 143D) (simulation2a) 

-14.39  (   8.78) -2.06  (   4.62) 16.12  (  12.05) -0.36  (   0.59) 1.17  (   0.36) 2.84  (   0.15) G2:G10 

Q1 W:H 
-37.46  (   9.55) -0.48  (   4.01) -3.57  (   9.29) -0.63  (   0.52) 1.64  (   0.40) 2.82  (   0.16) G10:G22 

-7.09  (  10.00) -4.18  (   4.24) -13.12  (   8.21) -0.29  (   0.49) 1.87  (   0.56) 2.88  (   0.14) G14:G2 

-24.17  (   9.86) -1.91  (   3.80) -14.63  (   8.47) -0.28  (   0.41) 1.36  (   0.30) 2.87  (   0.13) G22:G14 

-6.08  (   8.12) -5.19  (   3.89) 5.69  (  10.42) -0.36  (   0.44) -1.37  (   0.47) 2.91  (   0.14) G3:G9 

Q2 H:W 
-15.30  (   9.16) -3.14  (   3.59) -7.73  (   8.11) -0.51  (   0.38) -1.29  (   0.47) 2.91  (   0.14) G9:G21 

-3.87  (   8.42) -4.82  (   3.45) -12.42  (   8.77) -0.13  (   0.39) -1.30  (   0.43) 2.89  (   0.12) G21:G15 

2.91  (   9.70) -2.35  (   3.83) -5.47  (   7.50) -0.17  (   0.49) -1.18  (   0.43) 2.87  (   0.13) G15:G3 
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16.79  (  10.21) -2.23  (   3.95) 14.15  (  10.49) 0.39  (   0.50) 1.78  (   0.32) 2.82  (   0.15) G4:G8 

Q3 W:H 
-1.71  (   8.82) -2.84  (   3.65) 8.27  (   8.06) 0.54  (   0.44) 1.72  (   0.34) 2.87  (   0.16) G8:G20 

7.43  (   8.77) -4.72  (   3.40) -7.35  (   9.57) 0.28  (   0.40) 1.67  (   0.34) 2.90  (   0.13) G20:G16 

20.19  (  17.17) -3.88  (   3.51) -1.27  (   8.38) 0.19  (   0.40) 1.78  (   0.32) 2.93  (   0.13) G16:G4 

mixed-(3+1)-form1 topology (PDB ID: 2GKU) (simulation3a) 

-4.82  (   9.18) -3.88  (   3.60) 8.76  (   7.66) 0.43  (   0.44) -1.83  (   0.31) 2.87  (   0.14) G3:G9 

Q1 H:W 
-13.09  (  12.33) -3.07  (   3.41) 7.29  (   8.09) 0.34  (   0.36) -1.75  (   0.29) 2.94  (   0.14) G9:G17 

-4.44  (   8.07) -6.35  (   3.24) -3.79  (  10.18) 0.06  (   0.43) -1.77  (   0.32) 2.91  (   0.12) G17:G21 

-0.23  (   8.47) -1.05  (   3.75) 7.72  (   8.49) 0.75  (   0.44) -1.62  (   0.32) 2.85  (   0.17) G21:G3 

2.03  (   7.04) -4.80  (   3.56) -7.40  (   6.79) -0.64  (   0.36) 1.98  (   0.41) 2.86  (   0.13) G4:G10 

Q2 W:H 
5.62  (   7.73) -2.82  (   3.48) -4.11  (   6.40) -0.19  (   0.38) 1.70  (   0.47) 2.91  (   0.12) G10:G16 

-2.91  (   7.93) -4.55  (   3.31) -9.22  (   7.58) -0.30  (   0.43) 1.86  (   0.40) 2.85  (   0.11) G16:G22 

7.47  (   8.05) -3.48  (   3.54) -9.11  (   7.99) -0.64  (   0.38) 1.74  (   0.45) 2.86  (   0.14) G22:G4 

7.82  (   8.99) -4.34  (   3.91) 4.07  (   7.86) -0.01  (   0.38) 2.07  (   0.55) 2.92  (   0.12) G5:G11 

Q3 W:H 
17.34  (   9.54) -0.32  (   3.71) -1.55  (   8.01) 0.21  (   0.35) 1.33  (   0.29) 2.92  (   0.13) G11:G15 

12.91  (   8.48) -5.03  (   3.36) 3.12  (   7.69) 0.64  (   0.35) 1.83  (   0.40) 2.87  (   0.14) G15:G23 

18.50  (  10.07) -1.80  (   3.36) 3.38  (   8.17) 0.26  (   0.42) 1.50  (   0.31) 2.90  (   0.13) G23:G5 

mixed-(3+1)-form2 topology (PDB ID: 2JSL) (simulation4a) 

-16.39  (  10.36) -5.22  (   4.28) 9.44  (   8.41) 0.24  (   0.47) -2.13  (   0.37) 2.95  (   0.15) G3:G11 

Q1 H:W 
1.18  (  10.20) -5.16  (   3.61) -6.83  (   9.36) 0.08  (   0.44) -2.20  (   0.51) 2.93  (   0.13) G11:G15 

-6.59  (  10.42) -2.17  (   3.93) 8.80  (   8.31) 0.58  (   0.50) -2.01  (   0.38) 2.88  (   0.17) G15:G21 

2.00  (  10.27) -3.75  (   4.12) 2.93  (   8.61) 0.35  (   0.53) -2.32  (   0.50) 2.92  (   0.18) G21:G3 

13.54  (   9.32) -3.76  (   5.08) 4.49  (   9.16) -0.09  (   0.54) 2.65  (   0.80) 2.89  (   0.15) G4:G10 

Q2 W:H 
-7.84  (   8.86) -4.33  (   4.20) -9.27  (   7.79) -0.44  (   0.40) 2.56  (   0.73) 2.87  (   0.14) G10:G16 

9.58  (  10.21) -4.09  (   4.88) -9.31  (   8.57) -0.33  (   0.47) 2.69  (   0.83) 2.88  (   0.14) G16:G22 

5.82  (  11.66) -2.98  (   4.93) -13.25  (   8.14) -0.49  (   0.44) 2.63  (   0.75) 2.86  (   0.15) G22:G4 

30.55  (  11.26) 1.01  (   7.33) -3.36  (  10.04) 0.17  (   0.51) 1.93  (   0.87) 2.91  (   0.16) G5:G9 Q3 W:H 

C
h

ap
ter II: S

tru
ctu

ral S
tu

d
ies o

f Q
u

ad
ru

p
lex

 D
N

A
 

P
ag

e | 1
1
1  



 

 

3.47  (  12.55) -6.27  (   5.03) 5.25  (   9.21) 0.32  (   0.51) 2.48  (   0.78) 2.92  (   0.21) G9:G17 

18.97  (  14.81) -4.40  (   5.73) -4.52  (  12.60) 0.15  (   0.53) 2.15  (   0.82) 2.94  (   0.21) G17:G23 

4.11  (  13.58) -4.14  (   7.91) -6.35  (  14.05) -0.27  (   0.60) 2.83  (   0.94) 2.89  (   0.21) G23:G5 

Non-telomeric G-rich sequence (PDB ID: 2KZD) (simulation5a) 

-17.29  (   9.62) -8.83  (   8.48) 9.36  (   8.56) 0.05  (   0.50) -2.86  (   0.67) 3.03  (   0.38) G2:G10 

Q1 H:W 
-10.60  (   8.68) -3.33  (   4.48) -12.94  (   8.41) 0.24  (   0.46) -3.17  (   0.54) 2.84  (   0.14) G10:G13 

2.44  (   9.86) -3.45  (   4.58) 1.08  (   7.31) 0.27  (   0.50) -2.45  (   0.49) 2.94  (   0.15) G13:G17 

-1.82  (   8.81) 0.24  (   7.08) 6.32  (   7.84) 0.21  (   0.44) -3.46  (   0.68) 2.85  (   0.16) G17:G2 

7.11  (   8.72) -2.72  (   4.01) -2.07  (   8.29) -0.39  (   0.42) 2.42  (   0.58) 2.89  (   0.15) G3:G9 

Q2 W:H 
-6.11  (   8.88) -5.30  (   4.07) -1.90  (   7.38) -0.26  (   0.40) 2.50  (   0.69) 2.92  (   0.13) G9:G14 

-1.20  (   9.29) -4.80  (   4.64) -10.91  (   8.37) -0.38  (   0.40) 2.69  (   0.71) 2.93  (   0.14) G14:G18 

2.55  (  11.06) -1.86  (   4.79) -9.99  (   8.44) -0.50  (   0.40) 2.57  (   0.71) 2.90  (   0.16) G18:G3 

17.42  (  10.55) -2.03  (   3.98) 1.29  (   8.02) -0.14  (   0.38) 2.04  (   0.67) 2.93  (   0.13) G4:G8 

Q3 W:H 
1.62  (   9.98) -6.65  (   5.27) 8.75  (   7.75) 0.29  (   0.46) 2.25  (   0.65) 2.98  (   0.18) G8:G15 

1.75  (  11.82) -2.86  (   4.94) -7.49  (  10.55) 0.16  (   0.48) 2.23  (   0.83) 2.98  (   0.18) G15:G19 

10.11  (  13.20) -2.92  (   4.37) -6.80  (  11.84) -0.24  (   0.49) 2.18  (   0.55) 2.93  (   0.14) G19:G4 
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Table 2.8.2: Average values along with standard deviations (within parenthesis) of the six base pair parameters for the base pairs of the four 

telomeric topologies (NMR structure) and one non-telomeric structure. This data set has been generated from the trajectories of simulations 1b, 

2b, 3b and 4b and 5b where the simulation has been performed with K
+
 counter-ions. Q1, Q2 and Q3 represent Quartet1, Quartet2 and Quartet3 

respectively. 

buckle open propeller stagger shear stretch 
base pair 

(bp) 
quartet bp type 

parallel topology (PDB ID: 2LD8) (simulation1b) 

3.52  (  11.71) -3.12  (   5.98) -8.29  (   9.48) -0.20  (   0.53) 2.91  (   0.73) 2.88  (   0.16) G3:G9 

Q1 W:H 
3.44  (  10.53) -3.89  (   5.07) -3.63  (  10.01) -0.34  (   0.52) 2.82  (   0.81) 2.90  (   0.17) G9:G15 

4.07  (  10.64) -4.65  (   5.41) -4.75  (  10.15) -0.25  (   0.49) 2.90  (   0.73) 2.92  (   0.18) G15:G21 

-0.19  (  10.77) -4.00  (   4.68) -3.17  (   9.25) -0.26  (   0.45) 2.86  (   0.60) 2.90  (   0.14) G21:G3 

-0.16  (   8.85) -4.17  (   3.93) -7.01  (   7.91) -0.41  (   0.37) 2.64  (   0.41) 2.94  (   0.13) G4:G10 

Q2 W:H 
0.49  (   8.48) -3.48  (   4.08) -5.38  (   7.52) -0.41  (   0.37) 2.64  (   0.40) 2.94  (   0.14) G10:G16 

1.12  (   8.63) -3.22  (   4.11) -7.64  (   8.12) -0.36  (   0.37) 2.62  (   0.40) 2.94  (   0.13) G16:G22 

1.11  (   8.64) -3.56  (   3.94) -4.09  (   8.00) -0.32  (   0.37) 2.57  (   0.40) 2.94  (   0.13) G22:G4 

12.19  (   9.48) -3.28  (   3.76) 1.67  (   7.95) 0.28  (   0.41) 1.91  (   0.35) 2.97  (   0.14) G5:G11 

Q3 W:H 
14.52  (   9.88) -2.73  (   3.85) 2.50  (   7.72) 0.26  (   0.42) 1.91  (   0.36) 2.96  (   0.14) G11:G17 

12.27  (   9.65) -2.81  (   3.84) 1.01  (   7.85) 0.25  (   0.41) 1.89  (   0.35) 2.96  (   0.14) G17:G23 

15.19  (  10.22) -2.82  (   3.78) 2.67  (   8.01) 0.27  (   0.42) 1.88  (   0.35) 2.95  (   0.14) G23:G5 

anti-parallel topology (PDB ID: 143D) (simulation2b) 

-14.85  (  10.88) -20.58  (  12.03) 39.86  (   8.54) -0.63  (   0.45) 1.16  (   1.07) 2.73  (   0.19) G2:G10 

Q1 W:H 
-23.14  (  11.15) 36.61  (  16.27) -27.72  (   9.41) -0.39  (   0.65) 1.29  (   1.08) 3.80  (   0.63) G10:G22 

-8.37  (   9.07) -6.08  (   7.28) 3.41  (   9.24) 0.23  (   0.70) -3.84  (   1.42) 2.94  (   0.88) G22:G14 

8.15  (   8.64) -32.05  (   7.60) -9.66  (   8.75) 1.73  (   0.58) -0.68  (   0.69) 2.99  (   0.33) G14:G2 

-23.84  (   7.75) -5.55  (   3.63) 12.09  (   7.02) 0.12  (   0.34) -2.34  (   0.39) 2.96  (   0.13) G3:G9 

Q2 H:W 
-6.32  (  10.99) -1.34  (   4.01) -23.21  (   7.29) -0.63  (   0.44) -2.00  (   0.37) 2.86  (   0.15) G9:G21 

6.13  (   6.83) -6.67  (   3.75) 3.16  (   8.94) 0.22  (   0.42) -2.37  (   0.40) 3.00  (   0.14) G21:G15 

2.65  (   7.72) -2.82  (   3.80) 6.75  (   6.22) 0.54  (   0.36) -1.99  (   0.36) 2.95  (   0.14) G15:G3 
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21.59  (   7.92) -2.43  (   3.79) 15.85  (   6.68) 0.35  (   0.40) 2.35  (   0.30) 2.89  (   0.13) G4:G8 

Q3 W:H 
-10.28  (   7.41) -2.47  (   3.90) 2.27  (   9.00) 0.73  (   0.46) 2.17  (   0.32) 2.91  (   0.17) G8:G20 

11.43  (   8.97) -6.16  (   3.49) -6.24  (   6.96) -0.04  (   0.35) 2.25  (   0.29) 2.97  (   0.12) G20:G16 

12.21  (   8.32) -4.54  (   3.63) -7.77  (   6.93) -0.26  (   0.34) 2.52  (   0.29) 2.97  (   0.13) G16:G4 

mixed-(3+1)-form1 topology (PDB ID: 2GKU) (simulation3b) 

-2.03  (   8.24) -3.42  (   3.89) 4.00  (   7.89) 0.42  (   0.41) -2.51  (   0.42) 2.89  (   0.13) G3:G9 

Q1 H:W 
-5.41  (  11.89) -3.66  (   3.83) 5.03  (   7.26) 0.11  (   0.35) -2.56  (   0.45) 2.97  (   0.13) G9:G17 

-0.30  (   7.56) -5.50  (   3.81) -1.33  (   9.77) 0.10  (   0.42) -2.50  (   0.41) 2.94  (   0.13) G17:G21 

0.08  (   9.01) -2.43  (   4.26) 6.81  (   7.55) 0.51  (   0.44) -2.45  (   0.48) 2.93  (   0.17) G21:G3 

5.53  (   8.46) -3.54  (   3.63) -7.46  (   7.03) -0.45  (   0.35) 2.37  (   0.70) 2.95  (   0.14) G4:G10 

Q2 W:H 
7.06  (   8.11) -3.24  (   3.69) -3.16  (   6.99) -0.31  (   0.34) 2.26  (   0.63) 2.97  (   0.13) G10:G16 

-2.72  (   7.96) -4.15  (   3.61) -6.69  (   7.39) -0.41  (   0.36) 2.32  (   0.68) 2.90  (   0.13) G16:G22 

4.94  (   9.50) 126.30  ( 101.25) 9.04  (  10.14) 0.07  (   0.41) 0.72  (   0.88) -6.21  (   4.93) G22:G4 

12.57  (   9.30) -3.03  (   3.66) 0.46  (   7.60) 0.01  (   0.39) 2.22  (   0.36) 2.96  (   0.13) G5:G11 

Q3 W:H 
17.70  (   9.28) -1.11  (   3.71) 1.26  (   6.80) 0.07  (   0.39) 1.78  (   0.32) 2.93  (   0.13) G11:G15 

10.36  (   8.92) -4.64  (   3.75) 2.39  (   7.38) 0.55  (   0.36) 2.13  (   0.34) 2.94  (   0.15) G15:G23 

15.82  (  10.52) -1.96  (   3.80) -1.18  (   7.56) 0.21  (   0.47) 1.92  (   0.32) 2.95  (   0.15) G23:G5 

mixed-(3+1)-form2 topology (PDB ID: 2JSL) (simulation4b) 

-17.03  (   9.02) -1.51  (   4.20) 16.89  (   8.62) 0.58  (   0.44) -2.05  (   0.31) 2.88  (   0.16) G3:G11 

Q1 H:W 
-5.38  (   9.33) -5.02  (   3.72) -7.97  (   7.41) 0.47  (   0.43) -2.16  (   0.31) 2.89  (   0.13) G11:G15 

-7.82  (   9.21) -4.81  (   3.63) 8.91  (   7.00) 0.35  (   0.38) -2.08  (   0.33) 2.93  (   0.13) G15:G21 

2.57  (   9.19) -4.44  (   3.70) 1.14  (   7.82) 0.24  (   0.39) -1.99  (   0.34) 2.93  (   0.13) G21:G3 

16.84  (   8.19) -5.72  (   3.99) 6.48  (   8.35) -0.19  (   0.48) 2.57  (   0.38) 2.97  (   0.14) G4:G10 

Q2 W:H 
-3.11  (   7.66) -2.47  (   3.57) -12.99  (   6.80) -0.17  (   0.37) 2.52  (   0.34) 2.91  (   0.12) G10:G16 

17.56  (   8.86) -3.36  (   3.73) -3.32  (   8.26) -0.11  (   0.43) 2.43  (   0.38) 2.94  (   0.13) G16:G22 

7.17  (   9.26) -3.37  (   3.82) -12.23  (   7.36) -0.34  (   0.40) 2.50  (   0.38) 2.92  (   0.13) G22:G4 

33.43  (  14.87) 0.06  (   5.70) -5.96  (   9.87) -0.10  (   0.54) 2.37  (   0.82) 2.93  (   0.18) G5:G9 Q3 W:H 
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-0.74  (  13.54) -6.70  (   6.17) 1.75  (  11.18) 0.02  (   0.57) 3.31  (   0.85) 2.93  (   0.33) G9:G17 

18.56  (  13.85) -5.24  (   5.27) -8.55  (  14.52) -0.01  (   0.49) 2.70  (   0.61) 2.97  (   0.39) G17:G23 

0.79  (  11.86) -2.87  (   6.15) -12.69  (  13.22) -0.42  (   0.53) 3.56  (   0.99) 2.85  (   0.34) G23:G5 

Non-telomeric G-rich sequence (PDB ID: 2KZD) (simulation5b) 

131.00  (  40.30) -19.00  (  13.03) -23.08  (  33.52) -8.98  (   2.70) 2.24  (   2.17) -0.90  (   1.33) G2:G10 

Q1 H:W 
-14.13  (  14.44) 12.16  (  13.41) -13.39  (   8.98) 0.42  (   0.64) -3.74  (   0.57) 2.85  (   0.33) G10:G13 

7.53  (  64.18) -73.34  (  75.12) 51.51  (  79.69) -3.49  (   3.74) 3.79  (   5.76) -1.52  (   2.53) G13:G17 

7.64  (  95.10) 17.35  (  84.00) 3.81  (  51.46) -0.59  (   4.72) 3.83  (   4.24) -0.43  (   5.14) G17:G2 

7.75  (   8.61) -5.31  (   4.16) 1.25  (   7.99) -0.59  (   0.47) 2.19  (   0.34) 2.88  (   0.15) G3:G9 

Q2 W:H 
-9.09  (   7.35) -3.68  (   3.49) -9.96  (   7.11) -0.52  (   0.33) 2.15  (   0.30) 2.90  (   0.12) G9:G14 

4.25  (   8.51) -3.62  (   4.22) -5.69  (   9.27) -0.47  (   0.41) 2.27  (   0.33) 2.94  (   0.16) G14:G18 

-2.01  (   9.51) -3.06  (   4.06) -13.51  (   9.57) -0.24  (   0.43) 1.99  (   0.39) 2.94  (   0.14) G18:G3 

23.26  (   9.86) -3.15  (   4.22) 5.17  (   7.27) -0.26  (   0.41) 1.90  (   0.37) 2.99  (   0.14) G4:G8 

Q3 W:H 
-1.81  (   9.05) -4.62  (   3.98) 1.87  (   7.59) 0.35  (   0.40) 1.97  (   0.38) 3.01  (   0.16) G8:G15 

14.83  (   9.91) -3.27  (   3.87) -3.33  (   8.61) 0.09  (   0.41) 1.91  (   0.38) 2.99  (   0.14) G15:G19 

6.56  (  11.27) -3.27  (   3.85) -6.56  (   9.08) 0.07  (   0.43) 1.97  (   0.33) 2.97  (   0.14) G19:G4 
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Table 2.9.1: Average values along with standard deviations (within parenthesis) of the six base pair stacking parameters for the base pairs of the 

four telomeric topologies (NMR structure) and one non-telomeric structure. This data set has been generated from the trajectories of simulations 

1a, 2a, 3a, 4a and 5a where the simulation has been performed with Na
+
 counter-ions. Q1-Q2 and Q2-Q3 represents Quartet1-Quartet2 and 

Quartet2-Quartet3 stacks respectively. 

tilt roll twist shift slide rise base pair (bp) stack bp type 

parallel topology (PDB ID: 2LD8) (simualtion1a) 

0.52  (   3.64) 0.27  (   5.20) 28.51  (   3.29) -0.05  (   0.61) 1.14  (   1.83) 3.32  (   0.41) G3:G9::G4:G10 

Q1-Q2  

W:H::W:H 

0.12 (   3.41) 0.20  (   5.11) 26.62  (   3.70) -0.00  (   0.69) 0.42  (   2.50) 3.42  (   0.38) G9:G15::G10:G16 W:H::W:H 

-1.22  (   3.85) -0.74  (   5.49) 28.70  (   3.30) 0.00  (   0.60) -1.65  (   1.73) 3.50  (   0.42) G15:G21::G16:G22 W:H::W:H 

0.21  (   3.45) -0.56  (   5.14) 26.84  (   3.87) -0.06  (   0.58) -0.68  (   2.38) 3.33  (   0.34) G21:G3::G22:G4 W:H::W:H 

1.08  (   3.92) -2.83  (   5.76) 29.99  (   2.68) -0.02 (   0.40) 1.82  (   1.85) 3.20  (   0.38) G4:G10::G5:G11 

Q2-Q3   

W:H::W:H 

-0.19  (   3.57) 0.00  (   5.86) 29.86  (   2.74) -0.02  (   0.39) -0.36  (   2.44) 3.18  (   0.38) G10:G16::G11:G17 W:H::W:H 

-1.79  (   3.92) 2.80  (   5.82) 30.03  (   2.73) -0.02  (   0.42) -1.86  (   1.74) 3.26  (   0.39) G16:G22-G17:G23 W:H::W:H 

0.09  (   3.72) -0.39  (   6.08) 29.61  (   2.86) -0.01  (   0.38) 0.27  (   2.44) 3.22  (   0.38) G22:G4::G23:G5 W:H::W:H 

anti-parallel topology (PDB ID: 143D) (simulation2a) 

-4.53  (   2.51) 9.27  (   4.38) 20.26  (   3.43) 0.70  (   0.34) -1.32  (   0.38) 3.70  (   0.57) G2:G10::G3:G9 

Q1-Q2 

W:H::H:W 

7.02  (   3.50) -8.74  (   4.85) 24.63  (   3.01) 0.62  (   0.33) 2.25  (   0.36) 3.73  (   0.42) G9:G21::G10:G22 H:W::W:H 

3.96  (   3.01) -7.36  (   4.30) 23.30  (   2.84) -0.01  (   0.32) 2.20  (   0.33) 3.51  (   0.37) G21:G15::G22:G14 H:W::W:H 

4.16  (   2.61) 5.42  (   4.20) 23.53  (   2.54) 0.20  (   0.35) -1.36  (   0.38) 2.93  (   0.38) G14:G2::G15:G3 W:H::H:W 

1.18  (   2.57) 7.47  (   7.22) 17.18  (   3.63) -0.22  (   0.36) -0.96  (   0.55) 3.10  (   0.33) G3:G9::G4:G8 

Q2-Q3 

H:W::W:H 

0.45  (   2.67) -8.06  (   5.38) 17.69  (   3.63) 0.21  (   0.38) 1.33  (   0.45) 3.86  (   0.25) G8:G20::G9:G21 W:H::H:W 

-2.08  (   3.43) -6.38  (   5.41) 17.67  (   2.48) -0.10  (   0.49) 1.78  (   0.35) 4.04  (   0.32) G20:G16::G21:G15 W:H::H:W 

-0.33  (   2.81) 5.78  (   5.15) 18.32  (   3.55) -0.60  (   0.40) -1.48  (   0.62) 3.44  (   0.47) G15:G3::G16:G4 H:W::W:H 

mixed-(3+1)-form1 topology (PDB ID: 2GKU) (simulation3a) 

0.35  (   2.11) 1.88  (   5.24) 18.37  (   2.27) -0.25  (   0.31) -1.50  (   0.37) 3.39  (   0.31) G3:G9::G4:G10 

Q1-Q2  

H:W::W:H 

-2.79  (   2.28) 0.52  (   5.42) 19.29  (   2.54) 0.26  (   0.31) -1.10  (   0.43) 3.20  (   0.32) G9:G17::G10:G16 W:H::H:W 

2.49  (   3.10) -5.60  (   4.77) 18.27  (   1.83) 0.17  (   0.38) 1.88  (   0.30) 3.81  (   0.31) G16:G22::G17:G21 H:W::W:H 

0.42  (   2.14) 2.77  (   6.38) 19.37  (   2.35) -0.17  (   0.36) -1.47  (   0.37) 3.43  (   0.30) G21:G3::G22:G4 H:W::W:H 
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-1.35  (   3.14) 6.79  (   4.37) 28.79  (   2.95) -0.55  (   0.35) -2.56  (   0.36) 3.05  (   0.26) G4:G10::G5:G11 

Q2-Q3 

W:H::W:H 

-0.95  (   2.80) 4.19  (   4.55) 30.49  (   2.72) -0.18  (   0.30) -1.80  (   0.39) 3.06  (   0.26) G10:G16::G11:G15 W:H::W:H 

-1.59  (   2.72) -3.03  (   4.41) 28.41  (   2.70) 0.19  (   0.32) 2.33  (   0.27) 3.34  (   0.28) G15:G23::G16:G22 W:H::W:H 

-3.34  (   2.95) 6.61  (   4.70) 30.23  (   2.38) -0.18  (   0.32) -2.62  (   0.38) 2.90  (   0.31) G22:G4::G23:G5 W:H::W:H 

mixed-(3+1)-form2 topology (PDB ID: 2JSL) (simulation4a) 

-0.70  (   2.23) 2.01  (   5.74) 17.58  (   3.49) 0.25  (   0.48) -0.82  (   0.43) 2.96  (   0.42) G3:G11::G4:G10 

Q1-Q2 

H:W::W:H 

2.25  (   3.41) -7.74  (   5.29) 18.66  (   2.61) 0.20  (   0.44) 2.20  (   0.42) 3.66  (   0.31) G10:G16::G11:G15 W:H::H:W 

-0.92  (   2.73) 0.61  (   5.91) 18.68  (   3.33) -0.52  (   0.48) -1.59  (   0.42) 3.32  (   0.38) G15:G21::G16:G22 H:W::W:H 

-1.03  (   2.74) 6.30  (   5.66) 19.14  (   3.11) -0.57  (   0.40) -1.45  (   0.46) 3.69  (   0.41) G21:G3::G22:G4 H:W::W:H 

-2.27  (   3.19) 3.03  (   6.13) 28.47  (   4.48) 0.24  (   0.51) -1.25  (   0.66) 3.35  (   0.41) G4:G10::G5:G9 

Q2-Q3 

W:H::W:H 

0.85  (   3.73) -4.59  (   5.04) 24.45  (   3.56) 0.17  (   0.54) 2.78  (   0.47) 3.31  (   0.38) G9:G17::G10:G16 W:H::W:H 

-3.63  (   4.19) 3.53  (   6.46) 28.45  (   4.22) -0.35  (   0.60) -2.37  (   0.70) 3.13  (   0.45) G16:G22::G17:G23 W:H::W:H 

-2.60  (   4.90) 6.00  (   6.28) 26.03  (   3.94) -0.82  (   0.59) -2.38  (   0.72) 3.34  (   0.44) G22:G4::G23:G5 W:H::W:H 

Non-telomeric G-rich sequence (PDB ID: 2KZD) (simulation5a) 

-3.50  (   2.21) 6.78  (   5.27) 18.96  (   3.20) 0.23  (   0.39) -0.66  (   0.48) 3.33  (   0.38) G2:G10::G3:G9 

Q1-Q2 

H:W::W:H 

7.46  (   2.67) -3.64  (   5.66) 16.34  (   3.08) 0.76  (   0.44) 1.68  (   0.37) 3.97  (   0.27) G9:G14::G10:G13 W:H::H:W 

0.20  (   2.89) 0.74  (   5.02) 20.81  (   2.45) 0.33  (   0.41) -1.98  (   0.41) 3.67  (   0.39) G13:G17::G14:G18 H:W::W:H 

-2.23  (   2.57) 3.06  (   5.46) 18.69  (   2.97) -0.52  (   0.42) -1.95  (   0.42) 3.56  (   0.36) G17:G2::G18:G3 H:W::W:H 

1.42  (   2.65) 3.61  (   5.17) 27.29  (   3.71) 0.35  (   0.40) -1.68  (   0.52) 3.23  (   0.36) G3:G9::G4:G8 

Q2-Q3 

W:H::W:H 

1.56  (   3.40) -2.24  (   4.93) 27.26  (   2.63) 0.45  (   0.37) 2.50  (   0.32) 3.31  (   0.36) G8:G15::G9:G14 W:H::W:H 

-4.58  (   4.46) 2.69  (   5.43) 28.08  (   3.36) -0.29  (   0.47) -2.78  (   0.49) 3.09  (   0.40) G14:G18::G15:G19 W:H::W:H 

-2.17  (   4.36) 3.95  (   5.71) 27.22  (   3.00) -0.60  (   0.62) -2.02  (   0.51) 3.26  (   0.41) G18:G3::G19:G4 W:H::W:H 
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Table 2.9.2: Average values along with standard deviations (within parenthesis) of the six base pair stacking parameters for the base pairs of the 

four telomeric topologies (NMR structure) and one non-telomeric structure. This data set has been generated from the trajectories of simulations 

1b, 2b, 3b, 4b and 5b where the simulation has been performed with K
+
 counter-ions. Q1-Q2 and Q2-Q3 represents Quartet1-Quartet2 and 

Quartet2-Quartet3 stacks respectively. 

tilt roll twist shift slide rise base pairing (bp) stack bp type 

parallel topology (PDB ID: 2LD8) (simulation1b) 

   -0.19  (   3.34)    -0.94  (   4.95)    26.62  (   3.42)    -0.12  (   0.55)    -2.17  (   0.61)     3.34  (   0.33) G3:G9::G4:G10 

Q1-Q2 

W:H::W:H 

   -0.56  (   3.19)    -1.97  (   5.35)    26.79  (   3.43)     0.07  (   0.63)    -2.06  (   0.60)     3.44  (   0.37) G9:G15::G10:G16 W:H::W:H 

   -0.85  (   3.80)    -0.57  (   5.30)    26.73  (   3.40)     0.21  (   0.59)    -2.37  (   0.54)     3.42  (   0.37) G15:G21::G16:G22 W:H::W:H 

    0.29  (   3.97)    -1.43  (   5.03)    26.23  (   3.82)    -0.14  (   0.52)    -2.36  (   0.59)     3.45  (   0.35) G21:G3::G22:G4 W:H::W:H 

   -1.87  (   3.65)     6.19  (   4.76)    30.52  (   2.49)     0.00  (   0.31)    -2.53  (   0.30)     3.01  (   0.31) G4:G10::G5:G21 

Q2-Q3 

W:H::W:H 

   -1.58  (   3.24)     6.09  (   4.89)    30.36  (   2.36)     0.04  (   0.31)    -2.47  (   0.29)     3.05  (   0.31) G10:G16::G11:G17 W:H::W:H 

   -1.59  (   3.52)     6.52  (   4.76)    30.47  (   2.45)     0.00  (   0.32)    -2.56  (   0.29)     2.97  (   0.32) G16:G22::G17:G23 W:H::W:H 

   -1.81  (   3.56)     5.79  (   4.84)    30.29  (   2.49)     0.00  (   0.31)    -2.46  (   0.32)     3.03  (   0.32) G22:G4::G23:G5 W:H::W:H 

anti-parallel topology (PDB ID: 143D) (simulation2b) 

   -4.07  (   5.33)    -0.61  (   5.14)    12.91  (   3.15)     0.28  (   0.47)    -0.73  (   1.07)     4.80  (   0.43) G2:G10::G3:G9 

Q1-Q2 

W:H::H:W 

    5.13  (   8.80)    -2.61  (   7.24)    23.04  (   3.40)    -0.21  (   0.67)     1.40  (   2.42)     2.86  (   0.46) G9:G21::G10:G22 H:W::W:H 

   -0.59  (   2.47)    -5.35  (   8.70)    19.67  (   3.28)    -0.83  (   1.14)     0.74  (   1.21)     3.93  (   0.37) G21:G15::G22:G14 H:W::W:H 

    2.57  (   4.75)     0.74  (   5.11)    22.31  (   2.46)     0.27  (   0.49)    -0.26  (   0.71)     3.88  (   0.34) G14:G2::G15:G3 W:H::H:W 

   -0.09  (   1.89)     0.20  (   4.95)    16.84  (   2.36)     0.04  (   0.26)    -0.56  (   0.81)     2.45  (   0.28) G3:G9::G4:G8 

Q2-Q3 

H:W::W:H 

    1.70  (   3.63)    -3.52  (   9.04)    19.82  (   1.98)     0.11  (   0.32)     0.89  (   1.65)     3.66  (   0.26) G8:G20::G9:G21 W:H::H:W 

   -2.07  (   3.42)    -3.89  (   6.93)    17.37  (   2.01)    -0.10  (   0.36)     1.01  (   1.36)     3.76  (   0.24) G20:G16::G21:G15 W:H::H:W 

   -0.12  (   2.14)     4.12  (   8.45)    19.75  (   2.07)    -0.22  (   0.49)    -0.82  (   1.40)     3.42  (   0.27) G15:G3::G16:G4 H:W::W:H 

mixed-(3+1)-form1 topology (PDB ID: 2GKU) (simulation3b) 

   -0.39  (   2.35)     0.70  (   4.81)    18.50  (   2.21)    -0.08  (   0.35)    -0.61  (   1.27)     3.39  (   0.31) G3:G9::G4:G10 

Q1-Q2 

H:W::W:H 

   -0.64  (   2.99)     1.31  (   5.37)    18.37  (   2.58)     0.17  (   0.38)    -0.31  (   1.42)     3.34  (   0.32) G9:G17::G10:G16 W:H::H:W 

    1.07  (   3.35)    -2.14  (   5.87)    18.72  (   1.99)     0.12  (   0.40)     0.87  (   1.63)     3.70  (   0.25) G16:G22::G17:G21 H:W::W:H 
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   -0.36  (   2.27)     1.50  (   4.86)    18.43  (   2.17)    -0.10  (   0.38)    -0.88  (   1.32)     3.50  (   0.34) G21:G3::G22:G4 H:W::W:H 

   -1.04  (   3.28)     3.07  (   6.87)    28.42  (   2.42)    -0.34  (   0.56)    -1.09  (   2.19)     3.15  (   0.30) G4:G10::G5:G11 

Q2-Q3 

W:H::W:H 

   -0.17  (   2.74)     0.60  (   5.39)    29.46  (   2.38)    -0.06  (   0.31)    -0.45  (   1.99)     3.10  (   0.28) G10:G16::G11:G15 W:H::W:H 

   -0.90  (   3.47)    -0.78  (   5.30)    27.82  (   2.26)    -0.02  (   0.35)     0.96  (   2.23)     3.37  (   0.30) G15:G23::G16:G22 W:H::W:H 

   -2.55  (   4.00)     3.68  (   6.55)    29.59  (   2.52)    -0.25  (   0.44)    -1.56  (   2.04)     2.95  (   0.34) G22:G4::G23:G5 W:H::W:H 

mixed-(3+1)-form2 topology (PDB ID: 2JSL) (simulation4b) 

    0.03  (   2.30)     7.89  (   6.25)    16.82  (   2.93)     0.19  (   0.29)    -0.89  (   0.35)     2.92  (   0.35) G3:G11::G4G10 

Q1-Q2 

H:W::W:H 

    1.36  (   2.97)    -6.08  (   4.70)    19.99  (   1.80)     0.00  (   0.29)     2.19  (   0.24)     3.82  (   0.29) G10:G16::G11:G15 W:H::H:W 

   -0.94  (   2.58)     1.95  (   5.13)    17.41  (   2.75)    -0.51  (   0.31)    -1.36  (   0.32)     3.12  (   0.32) G15:G21::G16:G22 H:W::W:H 

   -1.77  (   2.78)    10.52  (   5.43)    18.13  (   2.41)    -0.47  (   0.32)    -1.52  (   0.31)     3.74  (   0.37) G21:G3::G22:G4 H:W::W:H 

   -1.45  (   2.98)     2.45  (   5.54)    27.22  (   4.46)     0.20  (   0.59)    -0.91  (   0.56)     3.49  (   0.33) G4:G10::G5:G9 

Q2-Q3 

W:H::W:H 

    2.17  (   4.21)    -3.56  (   4.73)    22.42  (   3.71)     0.06  (   0.54)     3.05  (   0.44)     3.13  (   0.39) G9:G17::G10:G16 W:H::W:H 

   -5.20  (   3.87)     0.06  (   6.33)    28.10  (   4.41)    -0.81  (   0.65)    -2.29  (   0.88)     3.52  (   0.39) G16:G22::G17:G23 W:H::W:H 

   -5.20  (   3.87)     0.06  (   6.33)    28.10  (   4.41)    -0.81  (   0.65)    -2.29  (   0.88)     3.52  (   0.39) G22:G4::G23:G5 W:H::W:H 

Non-telomeric G-rich sequence (PDB ID: 2KZD) (simulation5b) 

-2.90  (   3.84) 4.80  (  11.19) 34.48  (   4.88) -1.95  (   1.04) 0.49  (   1.20) 13.73  (   8.53) G2:G10::G3:G9 

Q1-Q2 

H:W::W:H 

5.90  (   4.42) -5.94  (   5.11) 11.02  (   4.79) -0.19  (   0.48) 2.62  (   0.43) 4.12  (   0.38) G9:G14::G10:G13 W:H::H:W 

8.46  (  20.38) -8.85  (  15.66) 32.61  (  31.37) 2.18  (   2.49) -1.46  (   1.19) 2.13  (   3.38) G13:G17::G14:G18 H:W::W:H 

-8.26  (  16.93) 10.89  (  28.77) 11.00  (  23.83) -0.51  (   1.84) -5.87  (   3.79) 2.43  (  10.52) G17:G2::G18:G3 H:W::W:H 

1.06  (   2.40) 4.19  (   4.43) 25.39  (   3.02) 0.03  (   0.30) -1.45  (   0.38) 3.16  (   0.27) G3:G9::G4:G8 

Q2-Q3 

W:H::W:H 

-0.74  (   2.76) -3.69  (   4.34) 24.61  (   2.33) 0.06  (   0.29) 2.23  (   0.25) 3.19  (   0.30) G8:G15::G9:G14 W:H::W:H 

-3.16  (   3.55) 5.15  (   5.20) 25.94  (   2.94) 0.10  (   0.34) -2.15  (   0.34) 3.17  (   0.32) G14:G18::G15:G19 W:H::W:H 

-1.60  (   3.70) 5.76  (   4.65) 24.65  (   2.70) -0.66  (   0.35) -2.31  (   0.37) 3.13  (   0.30) G18:G3::G19:G4 W:H::W:H 
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Table 2.10: Average values along with standard deviations (within parenthesis) of: (a) the six base pair orientation parameters and (b) the six 

base pair stacking parameters for the base pair of (X-ray crystal) parallel-type topology. Q1, Q2 and Q3 correspond to Quartet1, Quartet2 and 

Quartet3. These data have been obtained from trajectories of simulation6 and simulation7 where the G-tetrad core contains K
+ 

ion and Na
+ 

is the 

charge neutralizing cation. 

buckle open propeller stagger shear stretch base pair (bp) bp type 

Parallel (X-ray crystal, PDB ID: 1KF1) (simulation6) 

4.37  (  10.71) -3.82  (   5.11) -7.98  (   8.71) -0.21  (   0.50) 3.04  (   0.66) 2.91  (   0.21) G2:G8 

Q1 W:H 
4.17  (  10.02) -3.98  (   5.14) -4.81  (   9.81) -0.25  (   0.50) 2.82  (   0.67) 2.95  (   0.27) G8:G14 

7.12  (  10.18) -3.75  (   5.04) -4.51  (   9.56) -0.17  (   0.51) 2.99  (   0.66) 2.91  (   0.19) G14:G20 

0.66  (   9.86) -4.07  (   4.85) -2.08  (   8.88) -0.28  (   0.45) 2.80  (   0.57) 2.91  (   0.15) G20:G2 

1.67  (   8.19) -3.25  (   3.90) -7.61  (   7.55) -0.35  (   0.36) 2.61  (   0.43) 2.94  (   0.13) G3:G9 

Q2 W:H 
1.02  (   8.24) -3.87  (   3.91) -4.46  (   7.60) -0.32  (   0.37) 2.57  (   0.43) 2.95  (   0.13) G9:G15 

1.99  (   8.10) -3.43  (   3.91) -7.12  (   7.71) -0.39  (   0.36) 2.61  (   0.43) 2.94  (   0.13) G15:G21 

0.53  (   8.44) -3.99  (   3.96) -4.15  (   7.34) -0.36  (   0.37) 2.59  (   0.41) 2.95  (   0.13) G21:G3 

11.39  (   9.04) -3.20  (   3.73) 0.10  (   7.70) 0.24  (   0.40) 1.89  (   0.35) 2.96  (   0.14) G4:G10 

Q3 W:H 
15.27  (   9.63) -2.93  (   3.78) 2.51  (   7.75) 0.26  (   0.41) 1.93  (   0.35) 2.96  (   0.14) G10:G16 

12.44  (   9.38) -2.61  (   3.78) 1.08  (   7.89) 0.25  (   0.41) 1.90  (   0.35) 2.96  (   0.14) G16:G22 

14.27  (   9.82) -2.93  (   3.78) 3.62  (   7.48) 0.26  (   0.42) 1.89  (   0.36) 2.97  (   0.14) G22:G4 

Parallel (X-ray crystal, PDB ID: 3R6R) (simulation7) 

5.88  (  10.21) -4.91  (   5.26) -8.51  (   9.44) -0.22  (   0.50) 3.03  (   0.61) 2.90  (   0.19) G2:G8 

Q1 W:H 
0.87  (  10.01) -3.45  (   5.46) -4.32  (   9.52) -0.43  (   0.48) 2.66  (   0.60) 2.91  (   0.21) G8:G14 

7.22  (   9.57) -4.41  (   4.78) -3.81  (   9.09) -0.25  (   0.47) 3.05  (   0.61) 2.90  (   0.19) G14:G20 

-3.90  (  10.48) -2.90  (   4.49) -2.95  (   8.36) -0.19  (   0.46) 2.58  (   0.51) 2.91  (   0.13) G20:G2 

3.20  (   8.79) -4.00  (   4.14) -8.11  (   7.53) -0.41  (   0.38) 2.63  (   0.47) 2.94  (   0.14) G3:G9 

Q2 W:H 
-1.19  (   8.79) -3.91  (   4.00) -3.10  (   7.29) -0.31  (   0.36) 2.63  (   0.43) 2.94  (   0.13) G9:G15 

2.72  (   7.80) -2.13  (   4.08) -8.73  (   8.29) -0.38  (   0.37) 2.57  (   0.41) 2.93  (   0.13) G15:G21 

-0.54  (   8.41) -4.57  (   3.99) -3.68  (   7.67) -0.33  (   0.36) 2.52  (   0.37) 2.96  (   0.13) G21:G3 

10.32  (   9.59) -3.31  (   3.76) -1.84  (   8.13) 0.15  (   0.41) 1.86  (   0.35) 2.98  (   0.14) G4:G10 
Q3 W:H 

16.49  (   9.54) -3.19  (   3.75) 3.07  (   7.70) 0.25  (   0.42) 1.96  (   0.35) 2.96  (   0.14) G10:G16 
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10.99  (   9.75) -2.17  (   3.80) 0.83  (   7.79) 0.23  (   0.41) 1.86  (   0.35) 2.95  (   0.14) G16:G22 

13.75  (   9.63) -3.27  (   3.88) 3.91  (   7.67) 0.29  (   0.42) 1.89  (   0.36) 2.97  (   0.15) G22:G4 

tilt roll twist shift slide rise base pair (bp) bp step 

Parallel (X-ray crystal, PDB ID: 1KF1) (simulation6) 

-0.10  (   3.16) -1.30  (   4.82) 27.92  (   3.07) 0.19  (   0.52) -2.19  (   0.49) 3.37  (   0.38) G2:G8::G3:G9 
Q1-Q2 

W:H::W:H 

(parallel strand 

orientation) 

-0.41  (   3.17) -1.77  (   5.12) 26.93  (   3.34) 0.07  (   0.56) -2.43  (   0.49) 3.41  (   0.37) G8:G14::G9:G15 

-1.34  (   3.32) -0.69  (   5.24) 27.66  (   3.31) -0.04  (   0.55) -2.42  (   0.54) 3.53  (   0.38) G14:G20::G15:G21 

-0.25  (   3.22) -1.79  (   5.03) 27.15  (   3.34) -0.19  (   0.49) -2.21  (   0.57) 3.41  (   0.33) G20:G2::G21:G3 

-2.15  (   3.24) 6.06  (   4.63) 30.62  (   2.29) 0.01  (   0.30) -2.57  (   0.27) 3.02  (   0.30) G3:G9::G4:G10 
Q2-Q3 

W:H::W:H 

(parallel strand 

orientation) 

-1.64  (   3.36) 5.24  (   4.71) 30.34  (   2.41) -0.03  (   0.30) -2.48  (   0.29) 3.01  (   0.31) G9:G15::G10:G16 

-2.08  (   3.37) 6.36  (   4.74) 30.54  (   2.40) -0.01  (   0.32) -2.52  (   0.30) 3.02  (   0.31) G15:G21::G16:G22 

-1.19  (   3.08) 5.39  (   4.66) 30.19  (   2.46) 0.03  (   0.30) -2.45  (   0.31) 3.00  (   0.31) G21:G3::G22:G4 

Parallel (X-ray crystal,  PDB ID: 3R6R) (simulation7) 

0.35  (   3.25) -1.39  (   4.96) 27.78  (   3.05) 0.08  (   0.51) -0.95  (   1.70) 3.41  (   0.37) G2:G8::G3:G9 
Q1-Q2 

W:H::W:H 

(parallel strand 

orientation) 

0.43  (   3.30) 1.14  (   5.40) 25.80  (   3.21) -0.01  (   0.61) 0.83  (   2.10) 3.32  (   0.35) G8:G14::G9:G15 

1.68  (   4.07) -0.77  (   5.27) 27.45  (   3.00) -0.08  (   0.60) 1.18  (   2.19) 3.58  (   0.41) G14:G20::G15:G21 

0.11  (   4.14) -1.07  (   4.78) 25.40  (   3.45) -0.25  (   0.64) -1.04  (   2.28) 3.38  (   0.33) G20:G2::G21:G3 

0.05  (   4.75) -0.22  (   8.28) 30.60  (   2.57) -0.03  (   0.32) -0.30  (   2.55) 3.13  (   0.32) G3:G9::G4:G10 
Q2-Q3 

W:H::W:H 

(parallel strand 

orientation) 

-0.10  (   3.82) -2.69  (   5.73) 30.04  (   2.52) -0.04  (   0.31) 1.46  (   1.98) 2.99  (   0.32) G9:G15::G10:G16 

0.04  (   3.70) -0.55  (   8.22) 30.72  (   2.30) 0.04  (   0.30) 0.33  (   2.57) 3.03  (   0.32) G15:G21::G16:G22 

-0.53  (   3.44) 2.52  (   5.67) 30.14  (   2.51) 0.02  (   0.30) -1.58  (   1.87) 2.98  (   0.31) G21:G3::G22:G4 
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 Since, a quadruplex is somewhat globular, it is possible to get an idea about its 

compactness from its radius of gyration. On analyzing simulation5b we observed an 

increase in radius of gyration during the timescale 50-80ns (Figure 2.7a).  The time-

evolution plot for number of base pairs along the simulation trajectory indicated a 

decrease in base pairing during the same time-scale (Figure 2.7b), indicative of 

melted-out flexible structures. It should be noted that this stretch of promoter 

sequence appears in the genomic DNA double stranded region (Gagniuc and Ionescu-

Tirgoviste, 2012), thus having an inherent tendency to remain in double helix form. 

Single stranded DNA can occur in situations like replication bubble where the 

complimentary strand gets stabilized by single strand binding proteins or in R-loop 

(Thomas et al., 1976). This sequence may adopt telomere-like topology, as reported, 

only if it is stabilized by a regulatory protein.  

 

 
(a) 

 
(b) 

Figure 2.7: (a) radius of gyration vs. time plot for mixed-(3+1)-form1 topology 

(black and bold line) and hTERT G-rich sequence (red and dotted line); and (b) base 

pair present vs. time plot for mixed-(3+1)-form1 topology (black and bold line) and 

hTERT G-rich sequence (red and dotted line), when the simulations have been done 

with K
+ 

counterions. 

 

 A general idea about the conformational changes introduced in the sugar-

phosphate backbone during the MD-run was obtained by detailed analysis of 

backbone conformation of the four different topology types. Only the trajectories 

corresponding to simulations performed in Na
+ 

counter-ions were analyzed (Table 

2.11) as the larger K
+ 

ion only introduces unsteadiness in the MD run of the systems. 

The average values for most of the backbone dihedrals (α, β, γ, δ, ε, ζ) and glycosidic 

torsion angle (χ) obtained from our simulations lied within the allowed regions of 

conformational space and close to their initial experimental values. The 
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pseudorotation phase angle, P, for most of the sugars, remain in the C2’-endo regions 

while there are sugars which also take up O4’-endo conformation. 

 The parallel-stranded G-quadruplex contained all the guanine bases in anti 

conformation of the glycosidic torsion angle with the corresponding sugars adopting 

C2’-endo pucker. Except three guanine residues, all others maintained the canonical 

g-/g+ conformation for the α/γ torsion angles. The α-torsion angle in these three 

guanine bases adopted unusual g+ and t conformations too, along with the usual g- 

conformation during the course of 200ns long MD-run of simulation1a accounting for 

the high standard deviation. It may be noted that double helical B-DNA is known to 

adopt g- and g+ conformations around α and γ torsion angles but their preferences in 

other types of structures are not known. 

 The initial NMR structure reported in PDB, for the anti-parallel topology 

contained six guanine bases with syn conformation of the glycosidic torsion angle. 

However, during the MD run corresponding to simulation2a, one of the guanine bases 

adopted anti conformation (291.4 (13.0)). The corresponding sugar pucker was not 

observed in the stable C2’-endo region, instead adopted phase angle in the range (95°-

130°). One of the guanine residues had syn orientation in the reported NMR structure 

but after the MD run it showed γ-value of 291.7° (29.2) which is also unusual as 

compared to double helical DNA. In both the mixed topologies, five guanine bases 

were seen to be in syn conformation with corresponding sugar puckers adopting O4’-

endo or C1’-exo conformations.   

 

Table 2.11: Average values along with standard deviations (within parenthesis) of the 

α/γ torsion angles, sugar pucker (χ) and phase angle for the guanine bases of the four 

topology types (NMR structure). This data set has been generated from the 

trajectories of simulations 1a, 2a, 3a and 4a where the simulation has been performed 

with Na
+
 counter-ions. 

Residue α (°) γ (°) χ (°) phase angle 

parallel topology (PDB ID: 2LD8) (simulation1a) 
G3 290.18  (  29.19) 54.94  (  15.29) 256.70  (  14.49) 155.03  (  22.86) 

G4 297.52  (  26.05) 54.66  (  18.49) 236.00  (  16.76) 138.42  (  33.46) 

G5 296.88  (  20.85) 45.85  (  13.95) 241.06  (  11.37) 150.92  (  14.22) 

G9 145.73  (  84.04) 63.54  (  35.31) 250.24  (  18.90) 143.09  (  36.81) 

G10 292.01  (  32.66) 54.38  (  21.53) 234.09  (  18.43) 134.61  (  40.59) 

G11 295.42  (  23.98) 46.88  (  18.40) 242.04  (  13.47) 148.42  (  31.32) 

G15 146.28  (  94.54) 62.60  (  28.84) 252.56  (  18.68) 146.44  (  27.50) 

G16 296.08  (  27.44) 51.75  (  19.35) 237.89  (  15.79) 141.18  (  32.90) 

G17 297.20  (  23.60) 45.69  (  14.26) 241.42  (  11.80) 151.44  (  14.54) 

G21 165.87  (  95.56) 73.04  (  56.25) 239.89  (  21.27) 136.64  (  40.60) 
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G22 294.74  (  32.47) 51.64  (  17.18) 237.18  (  18.22) 139.66  (  40.49) 

G23 296.13  (  26.29) 44.69  (  20.83) 244.43  (  12.94) 153.88  (  18.41) 

anti-parallel topology (PDB ID: 143D) (simulation2a) 
G2 292.83  (  38.22) 56.89  (  21.68) 257.79  (  13.99) 145.78  (  22.97) 

G3 213.73  (  36.82) 291.73  (  29.21) 291.45  (  13.00) 142.37  (  14.64) 

G4 148.84  (  52.76) 68.66  (  24.77) 289.06  (  11.73) 127.46  (  11.62) 

G8 196.05  (  84.91) 107.94  (  56.72) 66.66  (  13.75) 114.42  (  24.81) 

G9 275.10  (  48.43) 53.93  (  12.40) 252.20  (  20.73) 128.00  (  26.78) 

G10 277.70  (  35.72) 64.93  (  28.19) 54.83  (   8.85) 103.17  (  14.96) 

G14 273.69  (  42.49) 56.59  (  17.43) 276.85  (  12.32) 163.05  (  14.38) 

G15 295.11  (  14.59) 56.63  (  16.33) 54.60  (  19.45) 99.81  (   9.06) 

G16 299.47  (  24.13) 49.69  (  12.36) 253.26  (  16.34) 143.07  (  17.61) 

G20 238.63  (  87.17) 88.00  (  67.18) 57.65  (  10.69) 129.64  (  27.85) 

G21 303.24  (  22.83) 46.90  (  11.91) 247.77  (  17.64) 124.95  (  29.79) 

G22 290.49  (  24.07) 57.47  (  23.13) 57.65  (  23.87) 104.72  (  12.33) 

mixed-(3+1)-form1 topology (PDB ID: 2GKU) (simulation3a) 
G3 200.37  (  75.14) 96.30  (  58.95) 56.95  (  13.80) 118.46  (  22.57) 

G4 302.50  (  31.71) 55.83  (  15.24) 245.85  (  12.54) 139.94  (  16.41) 

G5 290.29  (  29.73) 51.47  (  27.13) 236.69  (  11.08) 150.73  (  16.75) 

G9 64.45  (  28.72) 62.28  (  18.77) 64.64  (  10.63) 97.44  (  11.76) 

G10 230.81  (  42.29) 61.58  (  27.55) 256.11  (  14.67) 135.05  (  16.94) 

G11 288.86  (  56.56) 55.53  (  34.06) 238.52  (  16.27) 141.83  (  40.82) 

G15 108.95  (  62.67) 180.04  (  48.76) 57.64  (  19.49) 145.31  (  19.75) 

G16 304.05  (  12.99) 51.22  (  10.57) 42.83  (   8.13) 106.16  (   9.49) 

G17 298.40  (  19.31) 47.37  (  11.87) 254.46  (  14.13) 143.44  (  13.29) 

G21 273.25  (  33.12) 56.80  (  27.33) 51.85  (   9.14) 112.14  (  18.33) 

G22 310.11  (  16.46) 52.64  (  11.30) 248.57  (  11.96) 140.89  (  15.58) 

G23 293.72  (  29.14) 45.27  (  27.09) 240.07  (  13.06) 155.89  (  18.91) 

mixed-(3+1)-form2 topology (PDB ID: 2JSL) (simulation4a) 
G3 237.33  (  68.40) 93.92  (  58.65) 59.40  (  12.62) 115.05  (  20.44) 

G4 293.44  (  38.24) 52.55  (  12.24) 258.53  (  13.96) 143.74  (  30.00) 

G5 297.21  (  31.79) 54.63  (  16.33) 246.84  (  17.30) 142.09  (  40.78) 

G9 186.83  ( 109.92) 176.57  ( 100.48) 53.98  (  59.75) 114.20  (  21.05) 

G10 299.28  (  18.60) 51.11  (  13.42) 46.61  (   9.58) 106.59  (  11.69) 

G11 303.12  (  19.43) 49.69  (  12.10) 254.75  (  11.20) 152.33  (  14.22) 

G15 298.13  (  22.69) 64.23  (  21.98) 47.59  (  42.16) 107.55  (  15.15) 

G16 300.43  (  32.06) 52.96  (  13.04) 251.98  (  13.82) 145.13  (  21.65) 

G17 293.30  (  29.47) 50.08  (  21.70) 240.87  (  15.91) 146.98  (  27.38) 

G21 124.67  (  91.00) 60.23  (  13.53) 48.68  (  32.32) 107.72  (  15.19) 

G22 296.46  (  36.72) 50.82  (  14.64) 254.35  (  14.07) 148.65  (  21.19) 

G23 281.29  (  35.16) 52.61  (  31.38) 236.95  (  25.19) 117.74  (  65.46) 

non-telomeric G-rich sequence (PDB ID: 2KZD) (simulation5a) 
G2 147.09  (  83.93) 116.35  (  68.91) 58.39  (  10.53) 136.81  (  23.43) 

G3 302.89  (  19.83) 52.59  (  11.67) 255.77  (  12.48) 153.50  (  18.88) 

G4 296.12  (  26.57) 50.05  (  15.45) 253.37  (  14.15) 148.56  (  14.05) 

G8 267.52  (  43.76) 126.65  (  54.42) 51.60  (  29.66) 108.47  (  14.96) 

G9 281.04  (  39.40) 56.07  (  13.37) 41.09  (  11.57) 103.61  (   9.56) 

G10 269.95  (  42.43) 49.76  (  16.40) 263.53  (  15.83) 121.99  (  57.55) 

G13 271.19  (  44.37) 67.05  (  28.61) 58.54  (   8.49) 137.44  (  19.08) 

G14 308.09  (  13.75) 55.16  (  11.45) 234.60  (  17.67) 128.29  (  23.70) 

G15 302.10  (  30.02) 50.02  (  21.24) 230.90  (  11.05) 147.52  (  15.22) 

G17 72.25  (  32.35) 62.24  (  11.78) 38.62  (  29.17) 118.70  (  17.31) 



Chapter II: Structural Studies of Quadruplex DNA 

Page | 125  
 

G18 298.78  (  34.49) 46.41  (  13.12) 242.15  (  17.63) 134.53  (  31.52) 

G19 285.74  (  32.89) 51.56  (  25.16) 246.58  (  18.89) 135.82  (  44.33) 

 

2.3.2.3 G-tetrad Stack and Ion-coordination 

 

 As stated earlier, stacking of three G-quartets form two G-tetrad cores, each 

lined by eight carbonyl oxygen atoms (O6) (Figure 2.8). As nucleic acids are 

negatively charged polyion, we added requisite number of counter-ions to neutralize 

the system. Generally the ions neutralize the phosphate groups staying close to them. 

In case of G-quadruplex structures additional electronegative pockets are present at 

the G-tetrad core. An ion at the centre of such a G-tetrad core surrounded by eight 

O6-atoms would give Coordination Number (CN)=8 for the ion, which in turn 

suggested three main geometries for the arrangement- i) Cubic type, ii) Square 

antiprism and iii) Dodecahedron. The angle O6—(ion)—O6 can give an idea about 

the most probable geometry adopted by the G-quartet stacks and thus were analyzed 

(Figure 2.9).  

 

 
Figure 2.8: Geometric representation of an ion placed at the G-tetrad core (between 

two G-tetrads) line by eight O6 atoms (CN=8). 

 

 The normalized frequency plot of O6—Na
+
—O6 angle (Figure 2.9a) 

corresponding to the parallel topology showed two distinct peaks at 88° and 170° and 

a hump at 142°; the mixed-(3+1)-form1 and mixed-(3+1)-form1 showed a strong peak 

at 78° and broad hump from 120°-150°. On the other hand, the anti-parallel topology 

had three distinct peaks at 88°, 120° and 160° for the same angle. Similar to the O6—

Na
+
—O6 angle normalized frequency plot, the plot for O6—K

+
—O6 angle (Figure 

2.9b) showed three peaks for the parallel topology but the peaks were left shifted. The 

anti-parallel and mixed-(3+1)-form2 topologies were seen to have similar 
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distributions for the angles with three strong peaks at 70°, 110° and 170°. In mixed-

(3+1)-form1 topology, the distribution of O6—K
+
—O6 angle was seen to have three 

distinct peaks at 75°, 110° and 135° along with a hump at around 155°, unlike the 

earlier situation. A perfect cubic geometry is expected to have only three possible 

angles:  70°, 109° and 180°, thus, it could be assumed that the G-tetrad cores adopted 

geometry close to square antiprism. It is already known that an ion sandwiched 

between two G-quartets is arranged in a square antiprism coordination (Islam et al., 

2013), however, since a varied range of angles were seen for each topology, it would 

be wise to assume that the G-tetrad geometry is rather a distorted square antiprism as 

the adjacent G-quartets are arranged in a twisted manner. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.9: Frequency histogram of (a) O6—Na
+
—O6 angle and (b) O6—K

+
—O6 

angle in the four human telomeric topology-types (NMR structure); (c) O6—Na
+
—

O6 angle (bold line) and O6—K
+
—O6 angle (dotted line) for the non-telomeric 

hTERT sequence; and (d) O6—K
+
—O6 angle in the X-ray crystal structures: 

simulation6 (bold line) and simulation7 (dotted line). The black, blue, red and 

magenta in (a) and (b) represent parallel, anti-parallel, mixed-(3+1)-form1 and mixed-

(3+1)-form2 topologies respectively. 
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 The analysis of simulation5 for G-rich hTERT promoter sequence showed 

different distributions for O6—Na
+
—O6 and O6—K

+
—O6 angles (Figure 2.9c). 

Like the four telomeric topologies, the peak near 80° was maintained. The O6—

Na
+
—O6 angle distribution showed two more peaks at 140° and 170° whereas the 

O6—K
+
—O6 angles distribution showed only two peaks at 130° and 158°. These 

distributions indicated that the G-quartet stacks have geometric similarity with the G-

quartet stacks of telomeric topologies but more number of peaks point towards higher 

fluctuations during the simulation.  

 The crystal structures of simulation6 and simulation7 initially had K
+
 in the G-

tetrad cores and Na
+
 ions in the medium. The frequency histogram of O6—K

+
—O6 

angles with peaks at approximately 78°, 110° and 138° (Figure 2.9d) indicate their 

similarities with simulation1b. Thus, the impact of presence of ligand on the G-tetrad 

is not as high as to disrupt the entire geometry of the quadruplex G-tetrad stacks.  

 

2.3.3 Steered Molecular Dynamics Simulation Analysis 

 

 The difficulties in studying G-quadruplex unfolding by equilibrium MD 

simulation can be overcome by SMD simulations, where the ends of the molecule are 

linked to Hookean springs and pulled with constant velocity (Gräter et al., 2005). This 

method gives the non-equilibrium force required to attain a particular end-to-end 

distance, i.e. amount of force needed to unfold the quadruplex (Li et al., 2009). 

Although, force-dependant unfolding of a model human telomeric quadruplex in 

presence of ions has been analyzed by integrated fluorescence and magnetic tweezers 

spectroscopy (Long et al., 2013), SMD simulations have not yet been extensively 

performed for unfolding studies. Furthermore, as stated earlier the experimental 

conditions often give multiple topologies together, making the analysis very difficult.  

Here, we have studied comparative unfolding of four different telomeric topologies 

and the unfolding force we obtained from SMD is comparable to the earlier reported 

stretching forces (Long et al., 2013). The four NMR-reported human telomeric G-

quadruplexes with respective topologies: parallel, anti-parallel, (3+1)-mixed-form1 

and (3+1)-mixed-form2, have the common structural feature of quite globular 

formation. Initially, all the quadruplexes have a minimum of twelve base pairs as 

there are three G-quartet stacks and each stack has four G:G base pairs. In addition to 

these G:G base pairs some A:T base pairs are formed in the loop regions of some of 
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the quadruplexes. In order to understand the relative mechanical stabilities of these 

four quadruplex-DNA topology types, which show somewhat equivalent 

conformational stability during equilibrium MD simulation, we carried out SMD 

simulations for the same four systems.  

 On application of constant velocity SMD all the quadruplexes were found to 

elongate gradually with time until the oligonucleotide chains were completely 

straightened and attained maximum extension of ~125Å. We have plotted Potential of 

Mean Force (pmf) vs. extension (Figure 2.10a and 2.10b) for each system after 

simulating more than once with different initial seed. The force vs. extension plots 

(Figure 2.10c) indicated that when the pulling vector is in the plane of H-bonds, a 

high force of ~1.48pN is required to attain the end-to-end extensions of ~22Å and 

~35Å by mixed-(3+1)-form1 and mixed-(3+1)-form2 respectively. However, when 

the force is applied perpendicular to the plane of H-bonds, two peaks at ~28Å and 

~88Å extensions were observed for the mixed-(3+1)-form1 topology, both 

corresponding to 1.75pN force (Figure 2.10d). The peaks at 42Å and 90Å extensions 

for the mixed-(3+1)-form2 topology correspond to the forces 1.5pN and 2.2pN 

respectively. Thus, from all the circumstances discussed, it emerges that higher 

amount of force is required to achieve complete extensions for the mixed-(3+1) 

topology types. The parallel topology requires the least force to completely stretch 

and the anti-parallel topology requires nearly 1pN force to attain complete extension, 

independent of the nature of pulling force vector. These intermediate peaks are 

possibly similar to those reported by folding studies on G-quadruplexes (Bian et al., 

2014). The slight difference in pulling forces between the experiments and our 

theoretical observation is mainly due to the fact that experimental conditions involve 

ions, large DNA-segments, solvent viscosity and perhaps signals from a mixture of 

different topologies, whereas, in our study we have used a single quadruplex moiety 

in an implicit solvent model.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.10: potential of mean force (pmf) vs. extension plot for the SMD 

simulations when the force is applied (a) parallel to the plane of H-bonds and (b) 

perpendicular to the plane of H-bonds; and force vs. extension plot for the SMD 

simulations when the force is applied (c) parallel to the plane of H-bonds and (d) 

perpendicular to the plane of H-bonds. The pulling is performed on the four telomeric 

quadruplexes in such a way that the 3’-end and 5’-end always move away from each 

other. The black, blue, red and magenta lines represent parallel, anti-parallel, mixed-

(3+1)-form1 and mixed-(3+1)-form2 topologies respectively.  
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 Each of the snapshots obtained during SMD were analyzed for base pairing by 

BPFIND software. This software detects a base pair only when two H-bonds are 

present between the involved bases without requiring the positions of hydrogen 

atoms. During the SMD process all the H-bonds were gradually broken with a 

decrease in the number of base pairs (Figure 2.11).  The figure indicates that when 

the pulling vector is in the plane of H-bonds the mixed-(3+1)-form1 and mixed-(3+1)-

form2 topologies retain maximum number of base pairs even at 40-50Å extension 

(Figure 2.11a). However, when the pulling vector is perpendicular to the plane of H-

bonds, the base pair persistence for these two systems is highest even after 60Å 

extension (Figure 2.11b). Thus, the mixed-topologies require the maximum force to 

completely stretch out as compared to others under similar conditions of applied 

velocity and associated spring constant. However, consideration of implicit solvent 

model may have imposed some restrictions and indicated slightly higher stability for 

the mixed-forms as compared to the anti-parallel topology. 

 

 
(a) 

 
(b) 

Figure 2.11: Average no. of base pairs existing vs. extension plot for the SMD 

simulations of the four telomeric quadruplexes when force is applied (a) parallel to 

the plane of H-bonds and (b) perpendicular to the plane of H-bonds. The black, blue, 

red and magenta lines represent parallel, anti-parallel, mixed-(3+1)-form1 and mixed-

(3+1)-form2 topologies respectively.  
 

2.3 Discussion 

 

 The present study provided an insight into the structural features of the four 

different telomeric quadruplex-DNA topologies, viz., parallel, anti-parallel, mixed-

(3+1)-form1 and mixed-(3+1)-form2, from the perspective of base pair and base pair 

step parameters. The quantum chemical studies indicated that the presence of ions 

(Na
+
 or K

+
) near the G-quartets adds stability to it. However, the planarity of the G-
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quartet is dependent on the type and position of ion, i.e. the G-quartet becomes planar 

when a single Na
+
 ion is inside the core of the G-tetrad whereas the quartet attains 

planarity when two K
+
 ions are present on either side of the G-tetrad. The presence or 

absence of ions inside the core formed by stacking of two G-quartets affects the 

geometry of that stack, which thereby affects the overall structure of G-quadruplex-

DNA. It is clear that G-tetrads are composed of cyclic G:G H:W C base pairs and a G-

quadruplex is formed by stacking of two or more such G-tetrads. The inter- and intra- 

base pair orientation parameters of these G:G H:W C base pairs are found to be 

dependent on the topology of the G-quadruplex. Some of the quadruplexes consisted 

of capping over the extreme G-tetrads formed by A:T or A:A base pairs involving the 

loop region bases. These were found to have least fluctuation in their RMSDs and 

retained their compactness for a longer time during SMD simulations. Thus, such 

topologies can be considered as the most suitable major conformation. The MD 

simulation of hTERT promoter sequence was found to be inherently unstable with 

anomalous values of the base pair and base pair step parameters along with high 

standard deviation. It was clearly reflected from the breaking or opening up of some 

of the base pairs of this quadruplex during the 100ns equilibrium MD-run. Thus, all 

G-rich sequences may not adopt a topology similar to the ones adopted by G-rich 

sequences of the telomeric region. Combining the MD and SMD studies we could 

conclude that the anti-parallel topology is the most suited as a telomeric topology, 

although the mixed-(3+1)-form1 should not be completely neglected while 

considering major conformation. It would be interesting to study unfolding and 

folding of G-quadruplex structures with different topology in the light of helicoidal 

parameters and ion coordination. 
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3.1 Introduction 

 

 In recent years, great advances have been made in identifying and 

understanding non-coding RNAs (ncRNA), since evidences suggest that the majority 

of the genomes of mammals and other complex organisms is transcribed into 

ncRNAs, many of which are alternatively spliced and/or processed into smaller 

products (Mattick and Makunin, 2006). These ncRNA folds exhibit fascinating 

structural diversity. Double stranded RNA helices alone cannot account for such 

diversity. It is the occurrence of scattered non-helical motifs along with helical stems 

that confer such extensive structural diversity to RNA duplexes (Hermann and Patel, 

1999; Moore, 1999). 

 Structured RNAs fold hierarchically from their sequence to native 3D tertiary 

form by formation of secondary structures, comprising mostly of such duplexes 

(Boyle et al., 1980; Chai, 2008; Tinoco and Bustamante, 1999). A large number of 

different secondary structural motifs of RNA have been identified and are 

categorically listed in the RNA Structure Atlas and RNA 3D Motif Atlas databases 

(Petrov et al., 2013) such as pseudo-continuous (coaxial) helices, hairpin loops, 

internal loops (symmetric & asymmetric or bulge loops), junction loops, etc. The 

knowledge about junction-regions of the recurring secondary structural motifs can 

significantly influence the prediction of long range tertiary interactions and higher 

order RNA structures which in turn can assist in exploring the RNA folding pattern. 

Among these motifs, bulges exhibit wide distribution in all types of large structured 

functional RNAs. Identification of the bulges as key structural elements in a wide 

range of RNAs underline their importance and versatility in RNA architecture and 

molecular recognition (Hermann & Patel, 2000). Bulges are either a single unpaired 

nucleotide (residues) or a stretch of unpaired residues located within a strand of 

double helical RNA (Woese and Gutell, 1989). These bulge loops are very common 

features of folded RNA structures, where they can present highly recognizable 

features for specific protein, ligand or metal-ion binding (Dassonneville, 1997; 

Ennifar et al., 1999; Grate and Wilson, 1997; Hermann and Westhof, 1999; Mei et al., 

1998; Naryshkin et al., 1998; Ye et al., 1999, 1995). An example is the binding of 

human immunodeficiency virus transactivator protein Tat to the three-pyrimidine 

bulge in the response element TAR peptide (Ye et al., 1995). 
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 In RNA, along with the standard Watson-Crick (WC) base pairs, several types 

of non-canonical base pairs (Barciszewski and Clark, 1999; Leontis et al., 2006; 

Sponer et al., 2005) are found. These are as stable as the canonical base pairs 

(Bhattacharya et al., 2015; Halder and Bhattacharyya, 2010; Sponer et al., 2005) and 

play an integral part in RNA structural organization by: (i) spatially connecting the 

structural motifs formed by distant parts of the RNA chains and (ii) providing rigidity 

to the linker nucleotides (Butcher and Pyle, 2011; Kim et al., 1996). Non-canonical 

base pairs are often present surrounding the bulges, as they are expected to introduce 

flexibility in the RNA backbone through their unusual conformations. Their 

substantial stability is indicative of their importance as ‘nucleation site’ for folding or 

unfolding of functional RNAs. In terminal regions, these non-canonical base pairs 

play the role of helix-capping, preventing terminal melting which is necessary for 

stabilization of short double helices (Lee & Gutell, 2014).  

 The conformations of bulge nucleotides are governed by the competing 

interactions of both the unpaired residues and the surrounding base pairs. The 

unpaired residues may participate in continuous stacking of the flanking regions with 

the helix (Figure 3.1a), or they may be extruded from the duplex with the unpaired 

bases pointing out into the solvent (Figure 3.1b) (Hermann and Patel, 2000). When 

the unpaired residue is bulged inside and stacked well within the neighbouring base 

pairs, it can induce a kink in the helix-axis at the bulge site (Varani et al., 1999). On 

the other hand, when the bulge nucleotides are looped out into the solvent, the overall 

duplex geometry is expected to remain close to the regular A-form (Portmann et al., 

1996). Both these type of bulges can create unique recognition sites in RNA 3D 

structures by directly acting as molecular handles within helical regions which are 

otherwise uniform. In internal loops, a special case of non-canonical base pairing 

called dinucleotide platform occurs. It is defined as two neighboring consecutive 

nucleotides arranged in a side-by-side planar arrangement with hydrogen bonds (H-

bonds) between the residues (Sharma et al., 2010). The best known examples of such 

platforms include: the ApA or adenosine platform (Cate et al., 1996b) and the GpU 

platform (Figure 3.2) (Wimberly et al., 1999). These dinucleotide platforms, 

frequently anchor helices against loops and remain conserved as the GpUpA/GpA 

miniduplex at the core of the loop-E/bulged-G motif (Lu et al., 2010). Such H-bonded 

three co-planar bases with two of the bases sometimes forming a dinucleotide 
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platform are known as base triples commonly found in Loop E motifs, and Sarcin–

ricin loop (Nagaswamy, 2002) of RNA structures. 

 

 
(a) 

 
(b) 

Figure 3.1: An unpaired residue (bonds) having (a) bulged-in conformation and (b) 

bulged-out flanking conformation. 

 

 
Figure 3.2: A GpU dinucleotide platform. 

 

 The bulges can indirectly distort the RNA backbone allowing access to base 

pairs in a widened deep major groove (Jiang and Patel, 1998; Ye et al., 1995). The 

dimensions of the major and minor grooves in RNA duplexes can be altered by bulges 

introducing distortions in the nucleic acid backbone. Widening of the major groove by 

bulges, which exposes the H-bonding edges of base pairs, is frequently found at 

interaction sites where RNA domains dock into duplexes, or ligands bind to RNA 

(Hermann and Patel, 1999; Hermann and Westhof, 1999). Thus, these motifs may act 

as contact points in the tertiary interactions and folding of RNA (Woese and Gutell, 
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1989). Moreover, bulges form constitutive elements of peptide- and protein-binding 

sites in RNA either indirectly, by shaping the architecture of the binding region, or 

directly, by providing the recognition motifs (Diener and Moore, 1998; Jiang and 

Patel, 1998; Wimberly et al., 1999). In some RNA-peptides or small molecule 

complexes, bulge nucleotides participate as ‘flap’ residues closing over the ligand-

binding site, e.g., the tobramycin aptamer RNA complex (Jiang and Patel, 1998). 

 As discussed earlier, bulge size can range from a single unpaired residue to 

several unpaired nucleotides. If the bulge size is several residues long, so that it 

appears to be formed by two different parts of the RNA chain, it is described as a 

pseudo-continuous helix (also called pseudohelix) or a coaxial stack. Coaxial helices 

are highly stabilizing and are dominant in several large RNA structures. Inter-helical 

stacking may occur via a single base or base pair bridge between helical stretches 

aligned along the same axis, resulting in a continuous helical stack spanning multiple 

helices. The continuous strand, opposite to the bulge containing strand, facilitates the 

coaxial stacking of the flanking residues forming double helix with another RNA 

strand. 

 The biological function of RNA is often directly related to the presence of 

bulges and loops, which can form recognition sites for ligands or mediate a possible 

catalytic activity. Some of these elements can also function as isolated structures, 

without the context of a large folded RNA structure. These non-helical RNA motifs 

are increasingly being considered as possible drug targets (Varani et al., 1999; 

Zacharias, 2000). Moreover, recent breakthrough has led to the detection of a class of 

naturally occurring small non-coding RNAs known as micro-RNAs (miRNA) which 

function in RNA silencing and post-transcriptional regulation of gene expression 

(Figure 3.3) (He and Hannon, 2004) via base pairing with complementary sequences 

within mRNA. The matured miRNA is formed by enzymes which recognize a helix-

loop motif where the helix region mostly has an asymmetric bulge (Figure 3.3). The 

structural diversity of bulges in RNA architecture, their role in intramolecular 

interactions and intermolecular recognition, and various other biological processes, 

motivated us to study these secondary structural motifs focusing on composite double 

helices comprising of bulge loops or coaxial-stacks.  
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Figure 3.3: Micro-RNA Biogenesis 

 

 The sub-micro second time scale MD simulations with explicit solvent model 

can appropriately mimic the behaviour and dynamics of biomolecules at atomic level 

and has proved to be an important tool in the structural studies of nucleic acids. We 

have found plenty of literature based on structure and dynamics of non-canonical base 

pairs situated at termini of RNA double helices or at the beginning of hairpin loop 

(Proctor et al., 2004; Villa et al., 2009; Widjajakusuma et al., 2012) and a few on 

structural variations in RNA duplex containing non-canonical base pairs (Ditzler et 

al., 2010; Halder and Bhattacharyya, 2010). However, despite the huge biological 

importance of the bulge motifs, we have rarely found reports after year 2000 

regarding the structure and dynamics of bulge containing RNA helices from 

ribosomal RNA structures.  

 In this work, we have therefore attempted to understand initially the structure 

and dynamics of one residue bulges and pseudo-continuous coaxial stacks in RNA 

structures by MD simulation. The bulge containing RNA fragments behave 

differently depending on the bulge residue and the surrounding base pairs of the 
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helical stem region. The RNA stretch behaves similar to that of standard A-form, 

when the bulge base is extra-helical, whereas, intercalated bulge residue introduces 

significant change in the overall RNA helix, affecting particularly the junction region. 

The structural features based on base pair and dinucleotide step parameters, stacking 

in terms of overlap of the base pairs, bending of two co-axial helices, etc. at the 

junction has been carefully studied and reported in this work. 

 

3.2 Methodology 

 

3.2.1 Model System Description 

 

 The bulge or pseudo-continuous stack containing helical fragments revealed 

the existence of various kinds of bulge containing RNAs (such as 1-residue, 2-residue, 

3-residue, and 4-residue bulge motifs) of different functions in different source 

organisms (Agarwal, 2015). Apart from these, different pseudo-continuous helices 

also exist with variable base pairing at the junction and in combination with various 

other structural motifs such as hairpin loops. The base pairs above and below the 

bulge residue or forming a coaxial stack has been referred to as the junction (Figure 

3.4). In general it is expected that small bending angle between two helical fragments 

of a continuous RNA stretch is accompanied by good overlap between the base pairs 

of the junction. In case of single residue bulge containing helices, the anti-correlation 

is not strictly maintained. As for example, in 1VQO (Fragment ID: 9) the overlap at 

the junction is 48.5Å
2
 but the bending angle is 40.9

o
. Similarly, in 3U5D (Fragment 

ID: 3) only 12
o
 bend in the helix gives a small overlap value of 18Å

2
. However, a 

good overlap in the range of 25Å
2
 to 45Å

2
 was seen in some pseudo-continuous 

helices, while in some systems the overlap at the junction was very poor or zero due 

to absence of stacking of the base pairs. Only those pseudo-continuous helices where 

selected where base pairs of the two fragments sufficiently overlap giving a composite 

single helix. Further, as reported earlier, in the crystal structures the canonical and 

non-canonical base pairs can lead to significant changes of the structural parameters 

of the overall duplex fragment (Halder and Bhattacharyya, 2010, 2012). Hence, to 

account for the structural changes introduced due to base pairing pattern at junction 

(bulge or coaxial stack), both canonical and non-canonical base pair containing 

systems were selected for simulation. Thus, combination of three single residue bulge 
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containing helices and three pseudo-continuous stacks containing fragments was 

selected for the present study on the basis of length of the helical fragments and 

dinucleotide step parameters at the junction from the non-redundant HDRNAS 

database (Ray et al., 2012). The systems simulated have been denoted by a certain 

system ID, for the simplicity of representation throughout this report (Table 3.1). 

 

 

Figure 3.4: A representative RNA stretch taken from (PDB ID: 1VQO(2)) containing 

a bulge/pseudo helical motif. The junction region is formed by two base pairs that are 

on either side of the bulge/discontinuous region. The base pairs in red box form the 

junction region. The helix axis bending angle representation is shown by black axis. 

This system has a high kink (helix axis bending) with zero overlap at the junction. 

  

 System 1a (PDB ID: 3U5B, Fragment ID: 3) and System 2a (PDB ID: 3U5D, 

Fragment ID: 3) are single residue bulge containing helices, differing in orientation of 

the bulge residue whereas, System 3a (PDB ID: 1VQO, Fragment ID: 9) is a 

dinucleotide platform containing helix but the bases orient to form a single residue 

bulge. In System 1a the bulge residue, Uracil (1657U) is protruding out from the 

duplex into the solvent (Figure 3.5.1a), System 2a has the bulge residue Cytosine 

(743C) intercalated between two non-canonical base pairs (Figure 3.5.1b) and 

System 3a contains a Guanine (3078G) residue at the bulge region intercalated within 
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the duplex and involved in formation of a dinucleotide platform with adjacent Uracil 

(3079U) residue of the same strand using its sugar edge and a base triplet with the 

Uracil:Adenine (3079U:3103A) base pair present adjacent to the bulge region towards 

the 3’-end (Figure 3.5.2). The systems 1b, 2b and 3b are the modeled counter-parts of 

the bulge-containing systems developed by removing the unpaired residue. Simulation 

studies were performed with both the native and model systems as these presented a 

way of understanding the role of unpaired flanking residues at the junction. The 

systems 4a (PDB ID: 3U5D, Fragment ID: 2) and 4b are pseudo-continuous helices 

with pure WC (W:W) base pairing at the junction (Figure 3.6a). The difference 

between the two systems is that the former (System 4a) contains extra flanking 

residues near the junction, representative of pseudohelix, whereas System 4b was 

modeled such that it is terminated at the junction. Similarly, System 5a (PDB ID: 

2ZJR, Fragment ID: 2) has flanking residues whereas its counter model System 5b is 

terminated at the junction, however both these pseudo-continuous helices contain 

non-canonical A:G W:W C base pair at the junction (Figure 3.6b). Finally the 

pseudohelix System 6 (PDB ID: 3DIO, Fragment ID: 3) containing a 3-residue 

hairpin loop was selected (Figure 3.7). A detailed description involving, PDB ID 

(Fragment ID), sequence, location of the bulge or coaxial-stack in the helix, etc., for 

each system selected for the present work is given in Table 3.1 

 



 

 

Table 3:1: Description of the systems studied. 

 

 

 

System 

ID 

PDB ID 

(Frag ID) 

No. of  

RNA 

strands 

A B C strand A strand B strand C 
helix- 

axis 

1 

helix- 

axis 

2 

stretch of 

 helix 1 

stretch of  

helix 2 

System Details 
(strand) 

no. of residues 
residue ID 

length in 

terms of base 

pair 
residue ID 

1a 
3U5B (3) 

2 20 19 _ 1646-1665 1736-1754 _ 
9 6 

1647U:1753A—

1655A:1745G 

1659A:1742U—

1664C:1737G 1b 3 11 8 19 1646-1656 1658-1665 1736-1754 

2a 
3U5D (3) 

2 12 13 _ 721-732 737-749 _ 
4 4 

722G:748U— 

725G:745C 

728G:741U— 

731U:738A 2b 3 12 6 6 721-732 737-742 744-749 

3a 
1VQO (9) 

2 18 17 _ 3069-3086 3096-3112 _ 
7 6 

3070U:3111U—

3076G:3105A 

3080A:3102G—

3085A:3097U 3b 3 9 8 17 3069-3077 3079-3086 3096-3112 

4a 
3U5D (2) 

3 18 12 10 495-512 579-590 609-618 
6 8 

496C:617G— 

501A:612U 

504A:587U—

511G:580C 4b 3 18 10 8 495-512 579-588 611-618 

5a 
2ZJR (2) 

3 13 9 8 2647-2659 2623-2631 2707-2714 
5 4 

2626U:2652G—

2630C:2648G 

2708U:2658A—

2711G:2655C 5b 3 13 7 6 2647-2659 2625-2631 2707-2712 

6 3DIO (2) 2 38 11 _ 112-149 154-164 _ 10 7 
115G:139C—

124G:130C 

142U:161G—

148A:155U 

C
h

ap
ter III: S

tru
ctu

ral S
tu

d
ies o

f U
n

u
su

al R
N

A
 m

o
tifs 

P
ag

e | 1
4
1  



Chapter III: Structural Studies of Unusual RNA motifs 

Page | 142  
 

1646 C : A 1754 W:W T 
1647 U : A 1753 W:W C 
1648 A : U 1752 W:W C 
1649 G : C 1751 W:W C 
1650 U : A 1750 W:W C 
1651 A : A 1749 w:w C 
1652 C : G 1748 W:W C 
1653 C : G 1747 W:W C 
1654 G : A 1746 S:H T 
1655 A : G 1745 H:S T 
1656 U : A 1744 W:W C 
1657 U : 

   
1658 G : U 1743 W:W C 
1659 A : U 1742 W:W C 
1660 A : U 1741 W:W C 
1661 U : A 1740 W:W C 
1662 G : C 1739 W:W C 
1663 G : U 1738 W:W C 
1664 C : G 1737 W:W C 
1665 U : G 1736 W:W C 

 

 

(a) 

 

721 G : C 749 W:W C 
722 G : U 748 W:W C 
723 U : A 747 W:W C 
724 U : A 746 W:W C 
725 G : C 745 W:W C 
726 G : A 744 S:H T 

   
C 743 

 
727 G : G 742 H:S T 
728 G : U 741 W:W C 
729 C : G 740 W:W C 
730 C : G 739 W:W C 
731 U : A 738 W:W C 
732 C : G 737 W:W C 

 

(b) 
Figure 3.5.1: RNA representation with base pairing pattern (in box) of (a) System 1a 

(3U5B(3)) and (b) System 2a (3U5D(3)). The unpaired residues are drawn in ball and 

stick (CPK colour) scheme. 
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3069 U : U 3112 W:W C 
3070 U : U 3111 W:W C 
3071 C : G 3110 W:W C 
3072 C : G 3109 W:W C 
3073 G : C 3108 W:W C 
3074 G : C 3107 W:W C 
3075 G : C 3106 W:W C 
3076 G : A 3105 S:H T 
3077 A : A 3104 H:H T 
3078 G : U 3079 s:h C 
3079 U : A 3103 W:H T 
3080 A : G 3102 H:S T 
3081 C : G 3101 W:W C 
3082 U : G 3100 W:W C 
3083 G : U 3099 W:W C 
3084 G : C 3098 W:W C 
3085 A : U 3097 W:W C 
3086 G : C 3096 W:W C 

 

BASE PAIRING AT 

JUNCTION 

3077 A … A 3104 

3078 G 
   

3079 U … A 3103 
 

(a) 

 
(b) 

Figure 3.5.2: Line and CPK (unpaired residue) representation with base pairing 

pattern (in box) of System 3a (1VQO(9)). 
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JUNCTION 

502 U : A 611 
610 

G 

609 

G 

   

  

503 C : G 588 
589 

A 

590 

G 
 

 

495 G : C 618 W:W C 
496 C : G 617 W:W C 
497 C : G 616 W:W C 
498 A : U 615 W:W C 
499 G : C 614 W:W C 
500 C : G 613 W:W C 
501 A : U 612 W:W C 
502 U : A 611 W:W C 

   
G 610 

 
   

G 609 
 

   
G 590 

 
   

A 589 
 

503 C : G 588 W:W C 
504 A : U 587 W:W C 
505 G : C 586 W:W C 
506 U : A 585 W:W C 
507 U : G 584 W:W C 
508 U : G 583 W:W C 
509 U : G 582 W:W C 
510 G : U 581 W:W C 
511 G : C 580 W:W C 
512 U : G 579 W:W C 

 

(a) 

 
 

2647 G : C 2631 W:W C 
2648 G : C 2630 W:W C 
2649 A : U 2629 W:W C 
2650 G : C 2628 W:W C 
2651 U : G 2627 W:W C 
2652 G : U 2626 W:W C 
2653 A : U 2625 W:W C 

   
G 2624 

 
   

A 2623 
 

   
A 2714 

 
   

A 2713 
 

2654 A : G 2712 W:W C 
2655 C : G 2711 W:W C 
2656 G : C 2710 W:W C 
2657 G : C 2709 W:W C 
2658 A : U 2708 W:W C 
2659 C : G 2707 W:W C 

 
JUNCTION 

2653 A  : U 2625 
2624 

G 

2623 

A 

   

  

2654 A : G 2712 
2713 

A 

2714 

A 
 

 

(b) 
Figure 3.6: RNA representation with base pairing pattern (in box) of (a) System 4a 

(3U5D(2)) and (b) System 5a (2ZJR(2)). The flanking residues (pseudohelix region) 

at the junction are shown in blue colour.   
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127 
A   

 

   
126 
A  

128 
U  

 

  
125 G … A 129 S:H T 

  
124 G … C 130 W:W C 

  
123 G … C 131 W:W C 

  
122 G … C 132 W:W C 

  
121 U … A 133 W:W C 

  
120 A … U 134 W:W C 

  
119 U … A 135 W:W C 

  
118 G … C 136 W:W C 

  
117 G … C 137 W:W C 

  
116 G … A 138 W:W C 

  
115 G … C 139 W:W C 

  
114 G … U 140 W:W C 

 
113 U 

     
 

112 C  162 A … G 141 W:W C 

 163 G 161 G … U 142 W:W C 

164 A 
 

160 G … C 143 W:W C 

  
159 U … A 144 W:W C 

  
158 G … C 145 W:W C 

  
157 C … G 146 W:W C 

  
156 C … G 147 W:W C 

  
155 U … A 148 W:W C 

  
154 G … G 149 W:W C 

         

Figure 3.7: RNA representation with base pairing pattern (in box) of System 6 

(3DIO(2)). The loop residues are shown in ball and stick model and the terminal 

flanking residues (pseudohelix region) is shown in blue colour. 

 

3.2.1 Simulation Set-up 

 

 The initial coordinates of all the systems were taken from the Protein Data 

Bank (PDB) (Berman et al., 2000). All the systems were simulated using GROMACS 

software v.4.5.3 (Hess et al., 2008) with AMBER-99sb force field (Hornak et al., 

2006; Pérez et al., 2007). In each simulation, the RNA stretches were explicitly 

solvated with TIP3P water molecules maintaining periodic boundary conditions and at 

least 15Å cut-off between the molecule and the walls of the rectangular box. 

Appropriate numbers of Na
+
 charge neutralizing counter-ions were added to maintain 

electro-neutrality of the whole system. The solvated systems were then subjected to 

energy minimization involving a maximum of 20000 Steepest Descent steps followed 
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by 50000 Conjugate Gradient steps. In each case, Verlet cut-off scheme with short-

range electrostatics and van der Waals cut-off of 1nm was considered. The long-range 

electrostatic interactions were treated by Particle-Mesh-Ewald (PME) summation 

method (Sagui and Darden, 1999) with 1.6Å grid spacing. The systems were then 

gently heated to 300K followed by NVT ensemble equilibration run employing Leap-

Frog integrator algorithm and Berendson thermostat with time-constant of 0.1ps for 

temperature coupling and time step of 2fs. The constraint algorithm LINCS was used 

to maintain lengths of bonds involving hydrogen atoms. After equilibration, the final 

MD run was carried out up to a minimum of 500ns for each system. Some of the 

simulations however had to be extended further due to their high structural variations 

even near 500ns. The details of the simulations are given in Table 3.2. The 

trajectories were made up by frames collected every 2.0ps and then analyzed by using 

GROMACS.  

 The bulge-containing RNAs (systems 1a, 2a and 3a) were also simulated with 

charmm36 (Vanommeslaeghe et al., 2010; Yu et al., 2012) force field using NAMD 

software (Phillips et al., 2005) for the purpose of comparison. In each simulation, the 

RNA molecules were explicitly solvated with TIP3P water molecules in a rectangular 

periodic box whose dimensions were at least 30Å larger than the size of the 

corresponding solute molecules. Na
+
 was considered as the charge neutralizing 

counter-ion. The positions of the counter-ions were generated by Monte Carlo 

simulation in absence of water, considering only the interactions between the ions and 

the nucleic acid concerned. The initial round of equilibration with explicit solvent and 

ions involved 100 steps of steepest descent, followed by 1000 steps of conjugate 

gradient and 20000 steps of the adopted basis Newton–Raphson energy minimization 

using CHARMM (Brooks et al., 1983). The particle mesh Ewald (PME) summation 

method (Darden et al., 1993), with width of the Gaussian distribution in the PME as 

0.35, was used to treat the long-range electrostatic interactions. A force-switch 

method was applied for non-bonded interactions (van der Waals) with a 12Å cutoff. 

In these simulations, the constraint algorithm SHAKE was used to maintain lengths of 

bonds involving hydrogen atoms. The systems were gently heated from 0K to 300K in 

30ps with a time step of 1.0fs after energy minimization followed by the final 

production run of 200ns by Constant Pressure Temperature dynamics algorithm at 

1atm pressure, with 1fs time step. The trajectories were made up by frames collected 

every 1.0ps and analyzed using CHARMM and VMD (Humphrey et al., 1996). 
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 The base pair information for all the simulated systems was obtained using 

BPFIND software (Das et al., 2006) and the base pair/base pair step parameters were 

calculated using NUPARM software (Bansal et al., 1995; Mukherjee et al., 2006; 

Pingali et al., 2014). The inherent bent at the junction of the RNAs were estimated 

using NUPARM in terms of bending angle for which two average helix axes were 

fitted to the RNA systems by considering C1’ atoms of the non-terminal base pairs on 

either sides of the junction and excluding those present near the junction. The helix-

axis determination algorithm follows that adopted by Dickerson in FREEHELIX 

program (Dickerson, 1998). The details of the helix-axis chosen for the RNA systems 

are mentioned in Table 3.1.  

 

3.3 Results 

 

3.3.1 MD Simulation by AMBER-99sb force field 

 

3.3.1.1 Dynamics and Fluctuation 

 

 An initial idea about the dynamics and overall behaviour of the simulation 

trajectories was obtained from the root-mean-square deviations (RMSD) (Figure 3.8) 

and root-mean-square fluctuations (RMSF) (Figure 3.9.1 and 3.9.2) of the simulation 

snapshots calculated with respect to the corresponding energy-minimized structures. 

MD simulations generate an ensemble of structures that have similar conformations. 

But, each system requires some time to reach that equilibrated state, referred to as its 

equilibration time. The stretch of MD-run during which a system remains in 

equilibrated state is different for individual simulation and is given in Table 3.2, The 

RMSFs per residue were calculated for only the MD-stretches during which the 

respective systems remain in equilibrated state. This indicated time-average 

fluctuation of each residue for the simulation snapshots which in turn can be 

compared to experimental B-factor. Low RMSF indicates higher rigidity of the 

residues and in turn stable base pairing involving these residues. A very high RMSF is 

expected for the terminal and near-terminal residues of the RNAs due to possible 

terminal fraying which keeps on decreasing on moving towards the middle of the 

stem.  

 



 

 

Table 3.2: Details of the MD simulations. 

ID 

PDB 

ID 

(Frag 

ID) 

 

Sequence 

Base pair 

step at the 

junction 

MD run (ns) 

(GROMACS 

and 

AMBER-

99sb) 

MD run (ns) 

(NAMD-

charmm36) 

Equilibrium state maintained 

during (ns) 

GROMACS and 

AMBER-99sb 

NAMD-

charmm36 

1a 
3U5B 

(3) 

5'-CUAGUACCGAUUGAAUGGCU-3' 

(U:G W:W C)/ 

(A:U W:W C) 

500 100 70-500 20-100 
3'-AAUCAAGGAGA  UUUACUGG-5' 

1b 
5'-CUAGUACCGAUGAAUGGCU-3' 

500 NA 120-500 NA 
3'-AAUCAAGGAGAUUUACUGG-5' 

2a 
3U5D 

(3) 

5'-GGUUGG   GGCCUC-3' 

(G:A S:H T)/ 

(G:G H:S T) 

600 100 400-600 20-60* 
3'-CUAACACGUGGAG-5' 

2b 
5'-GGUUGGGGCCUC-3' 

600 NA 400-600 NA 
3'-CUAACAGUGGAG-5' 

3a 
1VQO 

(9) 

5'-UUCCGGGGAGUACUGGAG-3' 

(A:U  H:W T)/ 

(A:A H:H T) 

500 100 20-500 20-100 
3'-UUGGCCCAA   AGGGUCUC-5' 

3b 
5'-UUCCGGGGAUACUGGAG-3' 

500 NA 120-500 NA 
3'-UUGGCCCAAAGGGUCUC-5' 

4a 
3U5D 

(2) 

5'-GCCAGCAU                     CAGUUUUGGU-3' 

(U:A W:W C)/ 

(C:G W:W C) 

500 
 

20-500 
 

3'-CGGUCGUAGG-5' 3'-GAGUCAGGGUCG-5'   

4b 
5'-GCCAGCAU          CAGUUUUGGU-3' 

500 
 

20-500 
 

3'-CGGUCGUA-5' 3'-GUCAGGGUCG-5'   

5a 
2ZJR 

(2) 

5'-GGAGUGA                     ACGGAC-3 

(A:U W:W C)/ 

(A:G W:W C) 

500 
 

20-500 
 

3'-CCUCGUUGA-5' 3'-AAGGCCUG-5'   

5b 
5'-GGAGUGAACGGAC-3' 

600 
 

120-470 
 

3'-CCUCGUUGGCCUG-5'   

6 
3DIO 

(2) 
5'-CUCCGUGGAGA-3' 5'-CUGGGGGUAUGGGGAAU (G:U W:W C)/ 

(G:A W:W C) 
500 

 
20-500 

 

3'-GAGGCACUG                      UCACCAUACCCA   

*after 60ns, the RMSD shows a steep rise indicating a completely different state.
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(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.8: RMSD of (a) systems 1a (black and solid) and 1b (red and dotted); (b) systems 2a (black and solid) and 2b (red and dotted); (c) 

systems 3a (black and solid) and 3b (red and dotted); (d) systems 4a (black and solid) and 4b (red and dotted); (e) systems 5a (black and solid) 

and 5b (red and dotted); and (f) System 6. 
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(a) 

 
(b) 

 
(c) 

Figure 3.9.1: RMSF of (a) systems 1a (black) and 1b (red); (b) systems 2a (black) 

and 2b (red); and (c) systems 3a (black) and 3b (red). 
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(a) 

 
(b) 

 
(c) 

Figure 3.9.2: RMSF of (a) systems 4a (black) and 4b (red); (b) systems 5a (black) 

and 5b (red); and (c) Systems 6 (black). 
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3.3.1.1.1 Bulge Systems 

 

 The RMSD plot corresponding to systems 1a and 1b (Figure 3.8a) clearly 

indicates that System 1a was well stabilized within 70ns of the 500ns MD-run 

whereas; System 2b was stabilized almost after 120ns. In general, both these systems 

show a similar trend in RMSF (Figure 3.9.1a) for most of the bases except for a few 

involved in unusual non canonical base pairing (G:A S:H T, A:A w:w C, C:A W:W 

T) (Halder and Bhattacharyya, 2010). These bases however, do not form the junction 

region. The bulged-out Uracil residue (1657U) of System 1a has a higher fluctuation 

of 0.48nm as compared to bulge residues of systems 3a and 4a due to its extra-helical 

nature and greater flexibility. 

 The helical region of System 2a is a short twelve base pair stretch. As a result, 

it showed tendencies of high structural fluctuations in the first 300ns of the MD-run 

and after 300ns a jump in the RMSD was observed (Figure 3.8b). Therefore, the 

simulation was extended to 600ns and it was found that the system retained possibly a 

second equilibrium state from 400ns-600ns. This might indicate major readjustments 

of conformation taking place after 300ns of MD-run. In this system the bulge residue 

is stacked inside the double-helix, intercalated between the base pairs at the junction, 

giving rise to a kink in the molecule. The bulged-in Cytosine residue has a low 

fluctuation of 0.18nm resulting from its intercalated nature (Figure 3.9.1b). This 

residue (743C) participates in cross-strand H-bonding with residues 726G and 727G 

involving sugar and phosphate groups also (Figure 3.10a). The H-bonds initially 

present between 742G and 727G was broken after about 400ns of MD-run with 

simultaneous increase in H-bonding of type O2P…N2 between 727G and 743C 

(Figure 3.10b). It may be mentioned that such G:G H:S T base pairs, involving sugar 

2’-OH group, was rarely found in RNA structures (Bhattacharya et al., 2015) and also 

found unstable by DFT studies. Thus, the bulged-in residue (743C) which is 

intercalated into the helix seriously weakens the base pairing 727G:742G H:S T 

making the 727G residue flexible (Figure 3.11). Absence of the bulge residue in 

counter-model System 2b may be an additional reason for its longer equilibration time 

of 400ns (Figure 3.8b) as it required more time to adjust and stabilize.  Thus, it was 

also extended to 600ns. The Guanine residue (727G) of System 2a, has RMSF of 

0.2nm due to the flexibility it attained during the MD-run, which is decreased to 

0.14nm in case of System 2b, i.e. in absence of the bulge residue. 
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(a) 

 
(b) 

Figure 3.10: (a) Time evolution plot for average H-bonds (running average with 

window of 1000 snaps) involved in base pairs 743C:726G (black), 743C:727G (red), 

743C:742G (green) and 743C:744A (magenta). (b) At 400ns, the 742G:727G base 

pairing (back line represents H-bonding via O2P of 727G residue and cyan line 

represents H-bonding via polar atoms) is broken and H-bond between 743C and 727G 

involving O2P of 727G increases (red). 

 

 
Figure 3.11: Snapshots from simulation of System 3a indicating movement of residue 

727G (black oval) from inside the helix towards the solvent breaking the base pairing. 

 

 The RMSD values clearly indicate that System 3a was well stabilized within 

first 20ns of MD-run. However, its modeled counterpart (System 3b) equilibrated 

only after 120ns (Figure 3.8c). This indicates that the RNA stretch achieves 

additional stability due to the dinucleotide platform and base-triple. However, this 

was lost on removal of the bulge residue (System 3b) as it disrupts the dinucleotide 

platform and base triple formation. In the System 3a the bulge residue 3078G forms 

s:h C base pairing involving weak C-H…O H-bond with the next residue 3079U of 

the same strand. This type of base pairing between two successive residues is 

generally called dinucleotide platform. The 3079U is also involved in W:H T base 

pairing with 3103A of the adjacent strand. When the dinucleotide platform and base 

triple formation are disrupted the system takes additional time to adjust to the most 

suitable double helix form. The Guanine residue (3078G) forming the bulge exhibited 
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a low RMSF of 0.18nm due to its H-bonded state with adjacent Uracil (3079U) of the 

same strand and Adenine (3103A) of the complimentary strand in System 3a. Here, 

the same 3079U like other non-terminal residues had low RMSF of 0.15nm, whereas 

in the counter-model System 3b in absence of the bulge-G residue, this jumped to 

0.6nm (Figure 3.9.1c). Since, the bulge residue is involved in formation of 

dinucleotide platform with 3079U and a base triple with the adjacent base pair, 

System 3a was expected to remain in a more stable during the MD-run, whereas, 

absence of the bulge residue, might affect the 3079U:3103A base pairing, thereby, 

weakening it and making the bases more flexible, contributing to its unusually high 

RMSF.   

 

3.3.1.1.2 Pseudo-continuous Helix 

 

 The systems 4a, 4b, 5a and 6 stabilize well within 20ns of the MD-run, 

considered as their equilibration time. However, System 5b shows an unusual pattern 

in the RMSD plot (Figure 3.8e) with sharp jump in the RMSD after 120ns indicating 

a phase transition. The system then attained a stable conformation, which persisted till 

470ns, beyond which again a phase change occurred marked by yet another jump in 

the RMSD. Thus, three distinct regions: 20-120ns, 120-470ns and 480-600ns, are seen 

which indicate the existence of three very different conformations this system can 

attain. However, since the system remains in the same phase for quite a long time of 

120-470ns, it was considered as the contributing stable state of the system. The 

systems 4a and 5a follow a similar trend in fluctuation of most of the bases with their 

modeled counter-parts, systems 4b and 5b respectively. Few residues in the RNA 

stem of systems 4b and 5b showed higher RMSF (Figure 3.9.2a and 3.9.2b) due to 

the absence of extra flanking residues at the junction. A common feature found in 

both these pseudohelices is that the base pairs present at the junction tend to fluctuate 

more in absence of the extra flanking residues (systems 4b and 5b) as compared to 

that in presence of such residues (systems 4a and 5a). 
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3.3.1.2 Structural variability 

 

3.3.1.2.1 Backbone Conformations  

 

 The backbone torsion angles: α, γ and χ; pseudorotation phase angle (P) and 

pseudotorsion angles: η and θ, and were calculated for all the bulge residues and bases 

forming the junction region. These are given in Table 3.3. 

 

Table 3.3: The mean (standard deviation) torsion and pseudotorsion angles for the 

junction and bulge residues of all the simulated systems. The distribution of angles 

during the course of MD can be unimodal Gaussian like or bimodal or multimodal. 

PDB 

ID 
ID 

res 

IDs 
α β χ phase (P) η θ 

3U5B 

(3) 

1a 

1656U 
-62.12 

(  53.3) 

77.91 

(  44.9) 

−148.99 

(  12.2) 

17.03 

(  23.5) 

167.24 

(  15.9) 

-21.49 

(18.5) 

1657U 

(bulge) 

26.50 

(  75.2) 

bimodal 

-60.97 

(  93.8)      

multimodal 

3.88 

(  75.27)  

bimodal 

108.16 

(  64.40)   

bimodal 

-80.26 

(  28.9) 

-1.10 

(  24.7) 

1658G 

-36.44 

(  80.2) 

multimodal 

177.24 

(  99.3)   

multimodal 

−176.06 

(   8.2) 

-3.36 

(  14.1) 

-94.47 

(  26.4) 

-155.7 

(  17.9) 

1743U 
80.34 

(  28.5) 

68.06 

(  24.7) 

−155.18 

(   9.2) 

20.29 

(  13.2) 

164.47 

(   7.4) 

-163.51 

(  16.3) 

1744A 
148.55 

(  65.6) 

137.93 

(  61.4) 

−174.7 

(   9.7) 

13.81 

(  16.4) 

-179.05 

(  10.9) 

-147.66 

(  18.6) 

1b 

1656U 
-75.93 

(15.5) 

62.05 

(  11.6) 

-152.61 

(  16.0) 

23.17 

(  39.7) 
NA NA 

1658G NA 

130.90 

(  69.7) 

bimodal 

−176.21 

(   8.2) 

-2.04 

(  16.1) 
NA NA 

1743U 
-78.55 

(  23.3) 

66.06 

(  20.1) 

−154.55 

(   9.6) 

20.16 

(  13.0) 

163.62 

(   7.4) 

-165.49 

(  16.1) 

1744A 

142.50 

(  66.0) 

bimodal 

131.18 

(  62.8) 

bimodal 

−173.77 

(   9.2) 

12.54 

(  15.0) 

179.23 

(  11.3) 

-148.32 

(  17.3) 

3U5D 

(3) 
2a 

726G 
-74.01  

 (   7.4) 

181.73 

 (8.9) 

-142.30  

 (   8.2) 

24.89  

 (   9.53) 

-140.80 

(8.0) 

72.11 

(15.3) 

727G 
102.95  

(  19.3) 

185.76  

 (   8.1) 

50.23  

 (  11.7) 

31.60  

 (  15.1) 

-151.84 

(24.54) 

-71.42 

(10.4) 

742G 

-119.34 

 (  64.9) 

bimodal 

106.01  

 (  59.1) 

bimodal 

-151.39  

 (  18.3) 

13.23  

 (  15.16) 

174.16 

(10.19) 

163.38 

(18.1) 

743C 

(bulge) 

-72.71  

 (   8.5) 

62.37  

 (   8.40) 

-146.59  

 (  17.4) 

51.68  

 (  21.2) 

183.52 

(5.23) 

-145.51 

(7.9) 

744A 
-71.23  

 (  13.9) 

67.61  

 (  12.54) 

-108.73   

(  12.2) 

178.02 

  (  15.9) 

-163.22 

(48.13) 

-55.77 

(12.6) 
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2b 

726G 
-76.18 

(  15.8) 

59.11 

(  13.4) 

−154.05 

(   9.7) 

6.71 

(  11.0) 

160.36 

(   8.8) 

176.72 

(  13.7) 

727G 
-82.18 

(  34.6) 

79.30 

(  39.0) 

−163.72 

(  11.1) 

12.25 

(  16.9) 

-177.89 

(  13.1) 

-140.25 

(  17.4) 

742G 
107.94 

(  33.3) 

60.79 

(  25.3) 

48.76 

(  10.9) 

141.08 

(  18.2) 
NA NA 

744A NA 

105.55 

(  67.3) 

bimodal 

−168.72 

(  12.5) 

9.41 

(  17.4) 
NA NA 

1VQO 

(9) 

3a 

3077A 
112.89 

(  41.8) 

77.01 

(  20.0) 

-134.94 

(  20.4) 

173.49 

(  13.1) 

55.45 

(  11.1) 

159.42 

(   9.0) 

3078G 

(bulge) 

58.69 

(  33.4) 

-87.86 

(  45.6) 

multimodal 

-51.30 

(  19.3) 

159.80 

(  24.6) 

-96.35 

(  11.9) 

71.57 

(  17.3) 

3079U 

151.36 

(  69.9) 

multimodal 

110.89 

(  59.5) 

multimodal 

−158.63 

(   9.3) 

8.91 

(  12.9) 

132.89 

(  13.4) 

-150.60 

(  12.9) 

3103A 
-118.68 

(  34.4) 

-176.31 

(  11.8) 

−168.81 

(  12.9) 

-20.76  

 ( 65.0) 

multimodal 

-140.62 

(  27.4) 

-174.01 

(  24.9) 

3104A 
-71.74 

(  13.5) 

60.12 

(  11.9) 

-137.52 

(  48.4)  

bimodal 

151.92 

(  46.1) 

157.94 

(  17.4) 

-147.82 

(  12.9) 

3b 

3077A 

142.17 

(  49.1) 

bimodal 

62.67 

(  12.1) 

-127.66 

(  14.4) 

143.10 

( 109.4)    

bimodal 

NA NA 

3079U NA 

108.94 

(  66.0) 

bimodal 

-9.25 

(  79.5) 

multimodal 

76.34 

(  79.8) 

multimodal 

NA NA 

3103A 
-91.59 

(  40.8) 

104.32 

(  56.1) 

bimodal 

-144.21 

(  44.6) 

22.57 

(  22.6) 

-167.14 

(  16.0) 

166.99 

(  26.6) 

3104A 
-71.65 

(  11.9) 

71.56 

(  11.6) 

-103.47 

(  21.2) 

169.35 

( 101.7)    

bimodal 

-177.81 

(   8.8) 

-120.65 

(  19.0) 

3U5D 

(2) 

4a 

502U 
-80.88 

(  32.7) 

71.46 

(  28.9) 

-153.77 

(  20.2) 

17.42 

(  15.8) 

170.82 

(   9.2) 

-142.91 

(  11.6) 

503C 
-79.01 

(  22.5) 

64.50 

(  20.0) 

-146.08 

(  15.4) 

17.59 

(  12.7) 

161.84 

(   9.6) 

-152.70 

(  11.7) 

588G 
-73.63 

(  12.7) 

56.88 

(   9.3) 

-114.65 

(  14.1) 

129.24 

(  61.4) 

bimodal 

-177.98 

(   9.9) 

104.79 

(  13.6) 

611A 

110.22 

(  67.2) 

multimodal 

-178.96 

(  45.3) 

-97.07 

(  49.4) 

bimodal 

100.89 

(  48.5)    

bimodal 

148.49 

(  57.2)  

multimodal 

126.31 

(  20.3) 

4b 

502U 
-81.77 

(  33.8) 

70.23 

(  28.8) 

-150.85 

(  14.5) 

17.72 

(  15.2) 

164.88 

(   9.2) 

-150.2 

(  16.6) 

503C 

-101.71 

(  53.9) 

bimodal 

90.96 

(  52.2) 

bimodal 

-151.84 

(  14.0) 

22.22 

(  15.8) 

171.04 

(  12.4) 

-162.07 

(  20.4) 

588G 
-92.57 

(  47.5) 

62.04 

(  37.7) 

-117.73 

(  29.3) 

81.41 

(  75.8) 
NA NA 

611A NA 

136.64 

(  64.9)  

bimodal 

-44.07 

(  26.3) 

150.95 

(  19.8) 
NA NA 
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2ZJR 

(2) 

5a 

2653A 
-85.68 

(  43.8) 

73.68 

(  39.0) 

-161.85 

(   9.7) 

6.59 

(  14.4) 

177.27 

(  11.2) 

-120.91 

(  21.9) 

2654A 

-110.72 

(  57.5) 

bimodal 

171.37 

(  41.7) 

-169.55 

(  10.5) 

29.57 

(  18.1) 

-163.92 

(  15.7) 

172.39 

(  29.5) 

2625U 

-58.95 

(  77.6) 

multimodal 

82.54 

(  60.0) 

bimodal 

-165.29 

(   8.9) 

5.52 

(  17.5) 

145.97 

(  42.5) 

-130.52 

(  19.4) 

2712G 
-71.29 

(  11.1) 

26.45 

(  13.7) 

-78.37 

(  10.3) 

-132.91 

(  18.8) 

-143.35 

(   6.5) 

85.69 

(  11.4) 

5b 

2653A 
-83.13 

(  39.7) 

77.83 

(  38.2) 

-129.15 

(  15.9) 

173.78 

(  73.8)   

bimodal 

-156.82 

(  14.7) 

-49.96 

(  64.4)   

multimodal 

2654A 

173.75 

(  88.6)  

bimodal 

126.79 

(  72.6)  

bimodal 

-60.64 

(  15.6) 

-38.30 

(  46.2) 

117.76 

(  39.3) 

-172.43 

(  32.3) 

2625U NA 

117.94 

(  66.2)   

bimodal 

138.55 

(  79.9)  

bimodal 

60.53 

(  71.6)   

bimodal 

NA NA 

2712G 
-65.41 

(  44.7) 

64.06 

(  50.7) 

-57.43 

(  28.3) 

-54.76 

(  76.5) 

multimodal 

NA NA 

3DIO 

(3) 
6 

114G 

132.91 

(  86.1) 

multimodal 

175.43 

(  50.9) 

bimodal 

-168.93 

(  11.2) 

10.45 

(  17.0) 

174.79 

(  36.5) 

-168.84 

(  24.5) 

125G 
-86.87 

(  43.0) 

74.40 

(  39.9) 

-154.39 

(  13.3) 

21.48 

(  66.7)    

bimodal 

175.56 

(  19.7) 

-147.92 

(  45.8)  

multimodal 

126A 

59.02 

(  61.7)  

bimodal 

149.75 

(  66.5)  

bimodal 

-32.38 

(  60.1)  

bimodal 

156.09 

(  48.7)     

broad 

54.74 

(  66.6)   

multimodal 

-95.74 

(  33.2) 

127A 
-77.12 

(  33.6) 

53.65 

(  17.9) 

-69.10 

(  20.3) 

-167.00 

(  94.1)   

bimodal 

145.84 

(  17.9) 

-75.95 

(  39.4) 

128U 

-21.72 

(  78.6) 

bimodal 

132.10 

(  76.5) 

multimodal 

-13.26 

(  82.4) 

multimodal 

100.65 

(  77.8) 

multimodal 

-95.64 

(  54.6) 

bimodal 

33.43 

(  53.7)   

bimodal 

129A 

-32.93 

(  78.6) 

multimodal 

99.96 

(  58.6)   

bimodal 

-152.88  

 (  25.9) 

4.39  

 (  17.8) 

174.22 

(  41.5) 

multimodal 

-93.57 

(  24.6) 

140C 
-85.16 

(  38.9) 

69.99  

 (  35.9) 

-139.71 

 (  17.9) 

60.53  

 (  60.0)    

bimodal 

167.22 

(  10.1) 

-161.39 

(  21.4) 

141G 
-74.69 

(  11.8) 

61.32  

 (  15.0) 

-111.15  

 (  20.6) 

157.25  

 (  51.2) 

multimodal 

172.99 

(  12.2) 

-110.54 

(  20.1) 

162A 
-73.91 

(  22.3) 

59.68   

(  19.6) 

-150.71  

 (  19.7) 

14.08   

(  13.0) 

164.48 

(   8.6) 

-175.5 

(  16.3) 
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3.3.1.2.1.1 Bulge Systems  

 

 The residues at the junction of systems 1a and 1b maintain the canonical g
-
/g

+ 

conformation for the α/γ torsion angles. Some residues in System 1a adopt the non-

canonical g+/g-,  t/g-, and t/g+ conformations, for a short time during the MD-run 

whereas only the canonical g
-
/g

+ 
conformation is found in System 1b.The α torsion 

angle for the bulge residue Uracil (1657U) is found to fluctuate between g- and g+ 

conformations during the MD-run. The corresponding γ torsion angle also adopts 

unusual g-, and t conformations, along with the usual g+ conformation. This accounts 

for the high standard deviations in the α/γ torsion angles of the bulge residue. The 

glycosidic torsion angle χ for the same base retained the less stable syn conformation 

for a long period of time and the anti conformation for a short period, indicating its 

greater flexibility due to extra-helical conformation. Also, the corresponding sugar 

pucker was not in the usual C3’-endo conformation but was fluctuating between the 

C2’-endo and C3’-endo/C4’-exo states, as evident from the two peaks in the radial 

plot for the pseudorotation phase angle near 150° and 45° respectively (Figure 

3.12a). However, in System 2a, the bulged-in Cytosine (743C) residue maintained a 

stable g
-
/g

+ 
conformation for the α/γ torsion angles, and a stable anti conformation of 

the χ torsion angle throughout the MD-run, indicating its greater rigidity due to less 

freedom of movement resulting from intercalation between two base pairs at the 

junction. The corresponding sugar pucker adopted a stable C3’-endo/C4’-exo 

conformation for a sufficiently long time during the simulation (Figure 3.12b). The 

bases at the junction adopted canonical g
-
/g

+ 
as well as unusual g

-
/g

- 
conformations in 

presence of the bulge (System 2a) but adopted only the stable g
-
/g

+ 
conformation in its 

absence (System 2b). This may be corroborated with greater structural stability of the 

System 2b duplex in absence of the bulged-in residue as was seen from RMSD. In 

System 3a, the bulge Guanine (3078G) residue adopted the unusual g+/g- 

conformation for the α/γ torsion angles and the unusual syn conformation for the χ 

torsion angle along with the corresponding sugar pucker in the C2’-endo region for 

the entire simulation time (Figure 3.12c). The Uracil residue at the junction, forming 

a dinucleotide platform with the bugled residue, adopted a stable anti conformation 

for the χ angle, however, in System 3b, in absence of the bulge residue, a χ-switching 

from anti to syn was observed for the same. The 3079U:3103A base pair involved in 

base triple formation with the bulge residue thus seems to be more stabilized in 
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presence of the bulge residue as compared to that in its absence (System 3b), where 

high standard deviations account for the multiple conformations adopted by the α/γ 

torsion angles, glycosidic torsion angle and pseudorotation phase angle, indicating a 

rather more fluctuating structure.  

 

 
(a) 

 
(b) 

 
(c) 

Figure 3.12: The sugar puckering for (a) System 1a (3U5B(3)), (b) System 2a 

(3U5D(3)), and (c) System 3a (1VQO(9)). 

 

 The pseudotorsion angles η and θ calculated for the bulge containing systems 

provided an idea regarding the variety of conformations adopted by the RNA 

backbone. The bulged-out 1657U residue of System 1a adopted a wide range of η, θ 

with average values near -80° and -1°, respectively.  The values in System 1b are 

near trans regions for all the residues including the junction region. The values of the 

pseudotorsion angles for the bulged-in 743C residue of System 2a adopted a regular 

conformation close to the normal helical region with the η and θ values clustered 

around 170° and -135°, respectively (Figure 3.13) (Duarte and Pyle, 1998). However, 

the 727G residue, whose H-bonding with 742G was disrupted during MD simulation 

show average  value of -71° in the second equilibrium state. As indicated earlier, this 

Guanine base forms H-bond with phosphate group of 743C after 400ns. The 744A 

also show unusual  value along with C2’-endo puckered sugar to accommodate this 

structural alteration. The bulge residue 3078G in System 4a shows unusual  and  

values around -96° and 72°, respectively, along with C2’-endo sugar. These abnormal 

values were to accommodate the strain. All the residues in System 4b show usual 

helical signatures. 
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Figure 3.13: The pseudotorsion angle (η vs. θ) plot for (a) Bulge containing RNA 

duplexes (System 1a (3U5B(3))-Red, System 2a (3U5D(3))-Green and System 3a 

(1VQO(9))-Black).  

 

3.3.1.2.1.2 Pseudo-continuous Helical Systems 

 

 The α/γ torsion angles lied within the allowed regions of the conformational 

space with canonical g
-
/g

+
 conformation prevalent for most of the bases at the junction 

of systems 4a and 4b. The Adenine residue (611A) at the junction of System 4a 

showed multimodal and bimodal distributions for the α and γ torsion angles 

respectively. The corresponding angle was seen to be fluctuating between the syn and 

anti conformations, whereas the same residue maintained a constant syn orientation in 

System 4b. The 611A residue adopted a variable sugar pucker in System 4a but in 

System 4b, it maintained the C2’-endo conformation throughout its MD-run. In 

systems 5a and 5b, the g
-
/g

+
 conformation of the α/γ torsion angles was prevalent for 

most bases at the junction, however, t/g
+
, g

+
/t, g

+
/g-, and g-/t conformations were also 

adopted as evident from the high standard deviations for the 2654A and 2625U 

residues. All the residues at the junction of systems 5a and 5b adopted the favourable 

anti conformation of the χ torsion angle except for the 2654A residue which adopted 

syn conformation. Moreover, in System 5b, the 2626U was seen to be fluctuating 

between both syn and anti conformations. The pseudorotation phase angles for all the 

bases showed a bimodal or multimodal distribution, indicating higher structural 

variability. In the pseudohelix System 6 capped at one end by a tri-loop, the residues 

forming the loop and the base pair connecting these adopted variable α/γ torsion 

angles, whereas residues at the junction adopted the usual g
-
/g

+
 conformation. The 

junction residues adopted the favourable anti conformation, whereby the loop 
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residues were seen to be fluctuating between the syn and anti conformations. The 

sugar puckers fluctuated between variable conformations for the terminal residues, as 

evident from their high standard deviations as these bases were subjected to terminal 

fraying.  

 The residues at junction of systems 4a and 4b show helical signatures in terms 

of  and  values. The strain for accommodation of junction was probably absorbed 

by the sugar-puckers. The 2712G residue in System 5a adopted unusual θ values 

along with sugar pucker variability to accommodate the junction. On the other hand 

the 2653A residue of the continuous strand in System 5b shows unusual values of η 

and θ. The junction residues of System 6 adopts the η and θ values which mostly fall 

in the defined helical region, (η=175°, θ=-135°) (Duarte and Pyle, 1998), whereas in 

the other pseudohelical systems (systems 4a and 5a) these junction residues adopt 

variable η and θ values. 

 

3.3.1.2.2 Groove Width 

 

 It has earlier been reported that the occurrence of bulges in RNA double helix 

can impart variations in the groove width, especially major groove leading to 

formation of potential interaction sites for specific RNA–RNA and RNA–protein 

recognition (Hermann and Patel, 1999; Hermann and Westhof, 1999; Woese and 

Gutell, 1989). Widening of the major groove due to presence of bulge is frequently 

observed at such interaction sites (Hermann and Westhof, 1999). 

 The width of major groove of a regular fiber model A-RNA is reported to be 

9.97Å (Arnott et al., 1972), which is a measure of shortest distances between the 

phosphate atoms of two strands across the major groove. The groove width for the 

initial bulge containing and representative pseudohelical RNA systems is given in 

Table 3.4. The bulged-out (System 1a) residue containing and base-triple forming 

(System 3a) RNAs were found to have groove width above 14Å in their initial crystal 

structures. However, the initial crystal structure of System 2a, exhibited a far shorter 

groove width of ~11Å, probably because of its short-length and insufficient number of 

phosphate-phosphate distances that can determine correctly the groove width. 

 From the simulations we observed that the groove widths are not fixed and 

may vary, whereby, widening of the major groove width is seen. Also, we found that 
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the groove width at the extremes all the RNA structures (System 1a, 1b, 2a, 2b, 3a and 

3b) is increased during the course of simulation, probably due to terminal fraying 

effect and is independent of presence or absence of bulge residues. The average 

groove width for systems 1b, 2b and 3b were found to be similar to that of the 

standard A-RNA.  However, the groove width of the central region surrounding the 

junction differs in presence of the unpaired bulge residue.  

 

Table 3.4: The mean (and standard deviation) groove width of major groove of the 

RNA stretches obtained from simulation. 

System ID 
System 

1a 

System 

2a 

System 

3a 

System 

4a 

System 

5a 

System 

6 

PDB ID  

(Frag ID) 
3U5B(3) 3U5D(3) 1VQO(9) 3U5D(2) 2ZJR(2) 3DIO(2) 

groove width 

(Å)  

in terms of  

PP dist 

14.43 10.85 14.78 11.76 12.94 9.84 

(3.5) (1.0) (5.2) (2.3) (3.3) (1.6) 

 

3.3.1.2.3 Base Pair/Base Pair Step Parameters and Helix-axis Bending  

 

 The two base pairs surrounding the bulge residue forms the junction region in 

case of bulge motifs and for the pseudohelices the base pairs at the discontinuous 

region is the junction. The dinucleotide step (base pair step) and base pair parameters 

for these junction regions were calculated (Tables 3.5 and 3.6). Moreover, the kink or 

bend induced in the helices due to bulges has also been estimated and correlated with 

the structural parameters. 

 The angles between axes of the two helical fragments and overlap between the 

base pairs at the junction across the bulge (in case of bulge containing RNAs) and the   

pseudo-continuous region were analyzed for all the simulated systems including the 

respective counter-models (Figure 3.14 and 3.15). 

 



 

 

Table 3.5: Dinucleotide step parameters of the base pair steps at the junction. “^” represents a bulge residue for the bulge containing RNAs and 

a discontinuity in strand for the pseudo-continuous helices. 

System 

ID 

PDB ID 

(Frag 

ID) 

Dinucleotide step 

with residue IDs 
tilt roll twist shift slide rise overlap 

Base 

Pairing 

1a 

3U5B(3) 

1656U^1658G/ 

1743U1744A 

-0.18   

(   4.4) 

6.11   

(   7.3) 

11.03  

 (   6.8) 

1.97   

(   0.6) 

-3.95   

(   0.6) 

3.52   

(   0.3) 

32.76   

(  5.8) (W:W C)/ 

(W:W C) 
1b 

1656U1658G/ 

1743U1744A 

-0.94   

(   4.6) 

6.44   

(   7.5) 

9.78   

(   6.7) 

2.13   

(   0.5) 

-3.99   

(   0.6) 

3.58   

(   0.3) 

32.08   

(   5.8) 

2a 

3U5D(3) 

726G727G/ 

742G^744A 
13.57  

 (  28.79) 

23.18  

(  13.63) 

22.04 

 (  82.43) 

0.33   

(   2.66) 

1.39  

 (   2.90) 

7.10 

 (  4.94) 

23.24 

(5.36) (S:H T)/ 

(H:S T) 
2b 

726G727G/ 

742G744A 
12.04  

 (  10.78) 

1.32  

 (   9.55) 

80.42 

 (  61.43) 

1.75  

 (   1.09) 

-0.50 

 (   1.31) 

2.62  

(  0.55) 

44.54 

(8.07) 

3a 

1VQO(9) 

3077G^3079U/ 

3103A3104A 

0.39   

(   6.8) 

-6.65   

(   7.2) 

5.10   

(   7.9) 

1.00   

(   1.3) 

2.71   

(   0.9) 

3.85   

(   0.3) 

34.78  

(  12.4) (H:H T)/ 

(W:H T) 
3b 

3077G3079U/ 

3103A3104A 

-1.57   

(  25.4) 

4.47   

(  19.1) 

27.25   

(  36.8) 

0.34   

(   2.2) 

4.59   

(   2.6) 

4.35   

(   5.8) 

33.03  

(   5.4) 

4a 

3U5D(2) 
502U503C/ 

588G^611A 

4.70   

(   3.7) 

3.07   

(   6.9) 

40.61   

(   7.9) 

1.27   

(   0.8) 

-0.19   

(   1.0) 

3.43   

(   0.3) 

38.84   

(   6.9) (W:W C)/ 

(W:W C) 
4b 

3.27   

(   5.2) 

5.10  

 (   7.1) 

24.23   

(   9.9) 

-0.13   

(   0.8) 

-1.76   

(   0.9) 

3.50   

(   0.4) 

40.23   

(   8.8) 

5a 

2ZJR(2) 
2653A2654A/ 

2712G^2625U 

5.86   

(   4.1) 

6.25   

(   6.9) 

8.40   

(   6.7) 

-0.38  

 (   0.7) 

-2.63  

 (   0.6) 

3.35  

 (   0.3) 

44.05   

(   8.3) (W:W C)/ 

(W:W C) 
5b 

4.19   

(   9.8) 

12.44   

(  13.2) 

34.17   

(  23.3) 

0.55   

(   1.7) 

3.76   

(   2.3) 

3.29   

(   5.0) 

29.93   

(   7.5) 

6 3DIO(2) 
140U141G/ 

162A^114G 

-38.04  

 (  16.3) 

-40.39  

 (  15.5) 

68.13  

 (  16.9) 

2.79   

(   1.5) 

-2.84   

(   1.4) 

6.02   

(   0.6) 

27.49   

(   6.6) 

(W:W C)/ 

(W:W C) 
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Table 3.6: Base pair parameters for the two base pairs at the junction of the RNAs. 

System 

ID 

PDB ID 

(Frag ID) 

Base pairs with 

res IDs 
buckle open propeller stagger shear stretch 

Base 

Pairing 

1a 

3U5B(3) 

1656U:1744A 
10.98  (  11.0) 2.89  (   6.2) 1.76  (   9.3) -0.20  (   0.5) -0.21  (   0.4) 2.88  (   0.2) 

W:W C 
1b 13.13  (   9.8) 4.02  (   6.0) -1.00  (   8.1) -0.38  (   0.4) -0.20  (   0.3) 2.87  (   0.1) 

1a 
1658G:1743U 

-8.33  (  12.0) -3.54  (   6.2) -7.10  (   8.3) -0.23  (   0.5) -2.50  (   0.3) 2.87  (   0.1) 
W:W C 

1b -9.35  (  12.1) -3.61  (   7.0) -6.15  (   8.4) -0.30  (   0.6) -2.48  (   0.3) 2.85  (   0.2) 

2a 

3U5D(3) 

726G:744A 
-4.54  (  12.33) 13.89  (   3.91) -11.53  (   8.07) 0.23  (   0.43) 2.23  (   0.22) 3.39  (   0.16) 

S:H T 
2b -3.18  (  11.05) -9.66  (   8.15) 3.49  (   9.23 -0.07  (   0.45) 2.35  (   0.33) 3.35  (   0.19) 

2a 
727G:742G 

102.64 (   41.8) 38.59 (   11.5) -25.27 (  23.4) 9.05 (   2.9) 4.11 (   0.9) 1.13 (   0.9) 
H:S T 

2b 8.87  (  10.13) -80.36  (  16.76) 22.59  (   9.88) -0.03  (   0.54) 6.05  (   0.92) 0.71  (   0.81) 

3a 

1VQO(9) 

3077A:3104A 
-15.68  (  13.2) 1.96  (   5.5) 6.32  (   9.0) -0.06  (   0.5) 2.32  (   0.3) 2.83  (   0.2) 

H:H T 
3b -36.27  (  10.9) 2.12  (   4.5) -9.00  (   9.6) -0.05  (   0.4) 2.45  (   0.3) 2.85  (   0.1) 

3a 
3079U:3103A 

-34.61  (  11.4) 11.11  (   7.7) -9.09  (   8.7) -0.17  (   0.7) 0.12  (   0.3) 2.79  (   0.2) 
W:H T 

3b -34.57  ( 112.0) -29.11  (  78.8) 0.50  (  58.8) 0.10  (   4.2) 0.87  (   2.4) 1.31  (   6.0) 

3a *3078G:3079U -9.40  (  16.10) -4.07  (   6.43) -3.99  (   9.18) -0.63  (   0.52) 0.82  (   0.52) 3.38  (   0.28) s:h C 

4a 

3U5D(2) 

502U:611A 
-10.85  (  12.5) 7.74  (  10.1) -19.17  (   9.7) -0.21  (   0.5) -0.21  (   0.3) 2.90  (   0.2) 

W:W C 
4b -5.46  (  14.4) 7.01  (   9.3) -10.25  (  10.0) -0.44  (   0.9) -0.10  (   0.4) 2.64  (   0.9) 

4a 
503C:588G 

-10.61  (  13.5) -1.51  (   3.3) 0.75  (   8.3) -0.12  (   0.4) 0.02  (   0.3) 2.93  (   0.1) 
W:W C 

4b 1.42  (  15.0) -1.29  (   4.5) -3.31  (  10.6) -0.13  (   0.4) 0.00  (   0.3) 2.92  (   0.1) 

5a 

2ZJR(2) 

2653A:2625U 
-11.12  (  11.10) -5.48  (   7.76) -13.07  (  10.52) -0.16  (   0.48) 0.22  (   0.31) 3.07  (   0.26) 

W:W C 
5b 1.86  (  74.63) -3.35  (  34.02) 7.98  (  55.09) -0.68  (   1.69) 0.22  (   1.21) 0.95  (   3.27) 

5a 
2654A:2712G 

-8.06  (   9.27) 9.39  (  10.31) -25.38  (   7.65) -1.13  (   0.36) 0.00  (   0.34) 2.73  (   0.30) 
W:W C 

5b 16.26  (  14.44) 6.27  (  16.09) 27.56  (  13.13) 1.17  (   0.70) 0.55  (   1.20) 2.55  (   0.77) 

6 3DIO(2) 
140U:114G 9.13  (  11.34) 2.55  (  13.81) -8.59  (  10.15) -0.14  (   0.51) 2.51  (   0.40) 2.94  (   0.29) W:W C 

141G:162A 24.73  (   9.28) -8.92  (  12.62) 23.36  (  15.03) -6.50  (   0.48) -4.30  (   1.42) -1.46  (   1.14) W:W C 

*in System 3a the base pair is involved in forming dinucleotide platform thus, the parameters are given. 
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3.3.1.2.3.1 Bulge Systems  

 

 The average helix-axis bending angle for systems 1a and 1b were calculated to 

be 17.15° (8.3) and 16.15°(8.3) respectively (Figure 3.14a). A good average overlap 

of ~32Å
2
 for the 1656U^1658G/1743U1744A (i.e. the step involving 1656U:1744A 

and 1658G:1743U base pairs with additional bulge residue 1657U, “^” indicates 

presence of a bulge residue) and 1656U1658G/1743U1744A steps, respectively 

(Figure 3.14b) indicated that no additional kinks were introduced into the helix at the 

junction region after removal of the bulged-out residue. The base pair parameters 

along with tilt and roll step parameters at the junction (Table 3.5 and 3.6) of systems 

1a and 1b are similar to that of A-form RNAs reported earlier. However, the average 

twist, shift and slide values of this dinucleotide step are unusual. Unusual twist values 

are possible for G:U base pair containing dinucleotides, but it was shown earlier that a 

larger twist value is expected for the above UG/UA sequence (Halder and 

Bhattacharyya, 2010; Mondal et al., 2015; Pingali et al., 2014). The simulation 

results, however, show small twist around 11°, possibly to accommodate the 

discontinuity, thereby simultaneously resulting in large shift and slide. Thus, the 

removal of bugle residue (System 1b) did not have any strong impact in alteration of 

the overall structure of the double-helix as the residue was already protruding out 

from the helix and did not involve into any stacking interactions with the base pairs at 

the junction.  

 The helix-axis bending angle for System 2a was found to be very high (~50°) 

whereas for its counter-model System 2b the bending of ~15° was much lower 

(Figure 3.14c). Presence of an unpaired base intercalated between two base pairs at 

the junction leads to the high kink in System 2a. A similar trend is also reflected from 

the overlap of junction base pair steps (Figure 3.14d). The 726G727G/742G^744A 

step containing the 743C bulge shows poor average overlap of 20.82Å
2
 (6.1) in 

System 2a, whereas in its counter-model  System 2b, the average overlap is increased 

to 42.28Å
2
(9.0) for the somewhat continuous 726G727G/742G744A step (Table 3.5). 

As mentioned earlier in System 2a the 727G:742G H:S T base pair was disrupted 

during MD run after 400ns. Hence, the overlap and base pair step parameters may not 

give true indication of (G:A S:H T)/(G:G H:S T) stacking. The disruption of base pair 

was also reflected in the base pair parameters (Table 3.6). When the bulge residue is 

removed in System 2b, the helical system behaves more or less like A-form RNA, 
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except with large twist for stacking between two non WC base pairs (Table 3.5). The 

G:G H:S T base pair, however, maintained planarity but showed some unusual values 

for open, shear and stretch, indicating disruption of H-bonds between the two bases. 

These indicate the role of bulged-in residue in changing the base pair geometry near 

the bulge and in turn disrupting the overall geometry of the duplex. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.14: Histogram for helix axis bending angle of (a) systems 1a and 1b (c) 

systems 2a and 2b, and (e) systems 3a and 3b. Histogram for overlap of base pairs at 

the junction of (b) systems 1a and 1b, (d) systems 2a and 2b, and (f) systems 3a and 

3b. Black line represent systems 1a, 2a and 3a; and Red lines represent systems 1b, 2b 

and 3b. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.15: Frequency Histograms of : (a) helix axis bending angle and (b) overlap 

at the junction for System 4a (Black) and System 4b (Red dotted); (c) helix axis 

bending angle and (d) overlap at the junction for System 5a (Black) and System 5b 

(Red dotted); and (e) helix axis bending angle for System 7 and (f) overlap for 

140U141G/162A^114G base pair step at the junction (black); the base pair steps 

above and below the junction, i.e. 139C140U/114G115G (black  - - - ) and 

141G142U/162A161G (black dotted); and 129A130C/124G125G closing base pair 

step below the tri-loop region. 
 

 Similarly, for System 3a, where the bulge residue is involved in base-triple 

and dinucleotide platform formation, low helix-axis bending angle and high overlap 

of the base pair step at junction was observed (Figure 3.14e and 3.14f). The overlap 

values, however, show nearly bimodal distribution, a change to near zero overlap is 
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noted at 350 to 450ns, when slide also becomes too large (Figure 3.16). The average 

twist value at this step, however, is found to be 5° with the other parameters being in 

usual range of double helical RNA which may be due to base triple formation. The 

expected value of twist and other parameters for stacking between non WC base pairs, 

however, is poorly understood and hence it is impossible to attribute the reason 

behind such low twist. The base pair parameters of the non-canonical base pairs (A:A 

H:H T, U:A W:H T and G:U s:h C) in systems 3a and 3b are all indicative of strong 

and planar nature (Table 3.6). However, when the bugle residue was absent in case of 

System 3b, the same overlap decreased due to improper stacking of base pair at the 

junction thereby increasing the helix-axis bending angle of the RNA introducing a 

kink in the helix. Thus, System 3b deviated strongly from standard RNA stretch in 

absence of the well H-bonded bulge residue. The removal of bulge residue (3078G) of 

System 3a resulting in System 3b affected the latter’s base pair and base pair step 

parameters significantly which is reflected from the high standard deviations of 

buckle and open parameters corresponding to base pair 3079U:3103A of System 3b. 

It is to be mentioned here that although the RMSD plot for System 4b indicated 120ns 

as the equilibration time, this base pair at the junction required more time to stabilized 

(Figure 3.17), thus there remains a scope for further extending this simulation. We 

however did not extend this as it represents only a counter model to System 4a. 

 

 
(a) 

 
(b) 

Figure 3.16: time evolution plot for (a) overlap and (b) slide plots for base pair step 

3077G^3079U/3103A3104A at the junction of System 3a. 
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Figure 3.17: Shear vs. time plot for 3079U:3103A base pair at the junction of systems 

3a (black) and 3b (red). 

 

3.3.1.2.3.2 Pseudo-continuous Helical Systems 

 

 The base pair and base pair step parameters from the simulations of pseudo-

continuous helical fragments are given in Tables 3.5 and 3.6. The average helix-axis 

bending angle for both the systems 4a and 4b are found to be around 15°. Moreover, 

high overlaps of 38.9Å
2 

and 40.23Å
2 

for base pair steps at the junctions of systems 4a 

and 4b respectively (Figure 3.15). The average base pair step parameters such as 

large positive twist, positive roll, and small negative slide for the 

502U503C/588G^611A step (Table 3.5) and base pair parameters such as small 

buckle, negative propeller twist and stretch around 3Å for the base pairs at the 

junction accompanied by small standard deviations for both systems 4a and 4b (Table 

3.6), corroborates with those reported earlier from the crystal structures. These 

findings establish a similarity in the base pair geometries attained by standard A-form 

double helix and the pseudo-continuous stack motif, in turn exhibiting similarities 

between the overall duplex structures. Although, the helix-axis bending angle for 

System 5b is calculated to be very high around 60°, the same for System 5a is ~15°. 

Again there exists lower overlap of 29.9Å
2
 for the base pair step at the junction of 

System 5b as compared to higher value of 44.1Å
2
 in System 5a. There exists an 

interface of non-canonical (A:G W:W C) and canonical (A:U W:W C) pairing at the 

junction of systems 5a and 5b. The other base-pair step parameters are also found to 

be different for systems 5a and 5b, as evident from roll value of 6.25° and negative 

slide of -2.63Å for 2653A2654A/2712G^2625U step of System 5a, “^” indicates 

presence of a pseudohelix region or discontinuity in the stand, as compared to roll and 
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slide values of 12.44° and 3.76Å for the 2653A2654A/2712G2625U step of systems 

5b. The average twist value corresponding to this interface is found to be small 

(8.40(6.7)) for System 5a whereas in System 5b the value reaches near regular of 

34.17° (Table 3.4), indicating that the extra-flanking residues of System 5a make the 

entire RNA-stretch behave structurally more like a pseudo-continuous helix (different 

from a continuous A-RNA stretch). Moreover, unusual stretch of non-canonical 

2653A:2652U base pair at the junction and large standard deviations for the propeller 

twist, buckle and open angle seen for junction base pairs of system 5b, are indicative 

of the unstable nature of the System 5b as compared to that of System 5a (Figure 

3.17). 

 

 

System 5a 
 

System 5b 

Figure 3.17: The difference in base pair geometry in presence (System 5a) and 

absence (System 5b) of extra flanking residues at the junction of the pseudohelix. 

 

 The pseudo-continuous helix, System 6, contains a three-residue loop motif 

connecting the terminal base pair of the duplex. The dinucleotide step 

140U141G/162A^114G at the junction has an overlap of 27.49Å
2  

(6.6) and the helical 

stretch has an average helix-axis bending angle of 60° (Figure 3.15e and 3.15f). This 

bending angle is much higher than the other aforementioned pseudohelices. The 

unusually high rise of 6.02Å (0.6) and twist of 68.13° (16.9) for the junction base pair 

step is in line with low overlap for the corresponding base pair step. Apart from this, 

unusually high negative roll and tilt values are observed at the same junction. 

Moreover, the base pair 141G:162A at junction adopted unusually high buckle of 

24.73° (9.28), high positive propeller twist of 23.36° (15.03), high stagger of -6.5Å 

(0.48) and irregular stretch of -1.46Å (1.14). The base pair stacks present above and 
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below the junction region has overlap of ~45Å
2
 and ~30Å

2
 respectively. The stacking 

interaction for the base pairs present near the loop region was seen to be higher with 

overlap of 42Å
2
, the reason for which could be the presence of the capping by loop 

connecting the base pairs.  

 

3.3.2 MD Simulation by charmm36 force field 

 

 There is almost no theoretical data available regarding structural analysis of 

RNA bulges. Thus, the bulge containing RNA motifs (systems 1a, 2a and 3a) have 

also been simulated for 100ns each with charmm36 force field and NAMD software 

with the sole purpose of comparing the results with those obtained from AMBER 

simulations and ensure that the reported AMBER results are not simulation artifact. 

 

3.3.2.1 Dynamics and Fluctuation 

 

 Similar to AMBER simulations, initial idea about the dynamics and overall 

behaviour of the trajectories for the charmm simulations were also obtained from the 

RMSD (Figure 3.18.1) and RMSF (Figure 3.18.2) plots.  

 The systems 1a (PDB ID: 3U5B (3)) and 3a (PDB ID: 1VQO (9)) were both 

well stabilized within 20ns of the respective 100ns MD-run (Figure 3.18.1a and 

3.18.1c). The residues at the terminal showed high RMSF due to terminal fraying 

effect. In System 1a the bulge residue 1657U showed ~3Å fluctuation (Figure 

3.18.2a) due to its bulged-out conformation and in System 3a the 3078G residue 

showed too showed slightly higher fluctuation (Figure 3.18.2b). These are in line 

with the observations of AMBER simulations. Furthermore, In case of System 2a 

(PDB ID: 3U5D (3)), the increase in RMSD from 2Å to 6Å (System 3.18.1b) 

indicated a major readjustment of conformation, especially after about 70ns of MD-

run. As stated earlier this system is only twelve base pairs long and the bulged residue 

is stacked inside the helix. This system indicated similar major readjustments and 

breaking of the 727G:742G H:S T base pair  during simulations with AMBER-99sb 

force field. Thus, it is clear that the simulations with both the force fields indicate 

similar structural features. 
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(a) 

 
(b) 

 
(c) 

Figure 3.18.1: RMSD plots for (a) System 1a, (b) System 2a and (c) System 3a. 

 

 
(a) 

 
(b) 

Figure 3.18.2: RMSF for (a) System 1a and (b) System 3a 
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3.3.2.2 Helix Axis Bending and Stacking Overlap 

 

 The helix axis bending angle and stacking overlap at the junction was 

calculated for the three simulations performed with charmm36 force field. A 

comparative frequency histogram plot for the bending angle and overlap, considering 

the entire MD-run for both AMBER and charmm simulations have been plotted 

(Figure 3.19). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 3.19: frequency histogram plot for helix axis bending angles of (a) System 1a, 

(b) System 2a and (e) System 3a; and frequency histogram plot for overlap of base 

pairs at the junction region of (b) System 1a, (d) System 2a and (f) System 3a. 
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 The stacking overlap at the junction of System 1a is similar (~50Å
2
)
 
for both 

the charmm and AMBER simulations (Figure 3.19a). However, the helix axis 

bending angle histogram is slightly different for the two cases. The AMBER 

simulation shows a single peak at 20° whereas; the charmm simulation shows an 

additional peak at a higher bending of 40° and a hump at 80° (Figure 3.19b). The 

reason for such broad distribution and high bending angle with charmm36 force field 

is the extensive terminal fraying of the helix indicated by high fluctuations in open 

and shear values of 732C:737G extreme terminal base pair (Figure 3.20). In case of 

System 2a both the overlap at the junction shows almost similar distribution for 

AMBER and charmm simulations. The frequency histogram of helix axis bending 

angle is slightly different for the two set of simulations which may be due to 

difference in MD-run time, i.e. the second peak in for charm simulation is not 

prominent due to lesser number of snapshots corresponding to only 100ns MD as 

opposed to 600ns MD of AMBER simulation (Figure 3.19d). The System 3a exhibits 

similar distribution for both the helix axis bending angle and stacking overlap 

obtained from charm and AMBER simulations (Figure 3.19e and 3.19f). These 

exhibits the nature of the bulge residues and its impact on the overall helix 

irrespective of the force field employed in simulation. 

 

 
(a) 

 
(b) 

Figure 3.20: time evolution plot for (a) open angle and (b) shear of base pair 

732C:737G of System 2a. 
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3.4 Discussion 

 

 The MD simulations of bulge containing RNA systems (systems 1a, 2a and 

3a) indicated the effect of the bulge residue on the geometry of the base pairs in 

specific and on the overall structure of the duplex in general. It may be concluded that 

the bulged-out unpaired residues neither alter the base pairing at the junction region 

nor affect the overall structure of the duplex. However, the bulged-in residues induce 

alterations at the junction and affect the overall RNA-duplex to a high extent. 

Moreover, it was observed that the helix containing a bulged-out unpaired residue 

(System 1a) has features closer to the standard continuous A-form double helix RNA. 

Thus, there still exists scope of further probing specifically into the effect of 

orientation of the unpaired bulge residue on the overall structure of RNA duplex. The 

system containing base-triple inside the double-helix (System 3a) behaves well during 

the simulation run and has structural variability similar to a standard A-RNA, which is 

probably due to appropriate stacking of the triplet in between two base pairs at the 

junction. . The effects of bulge residues were found to be quiet similar for simulations 

with the AMBER-99sb and charmm36 force fields.  The pseudo-continuous helical 

systems behave similar to the standard continuous RNA when there are extra-flanking 

residues at the junction. The type of base pairing (canonical or non-canonical) at the 

junction of pseudo-continuous helices can determine the structural variability. This 

study can be further extended by studying a set of coaxial stacks with all possible base 

pairing patterns at the junction. It is seen from the simulation of System 6 that loop 

acting as capping of the terminals may add to stability of the entire helix, in terms of 

less fluctuation. On the whole the present study has reported an initial overview of the 

various parameters related to base pairs at the junction of bulges and pseudo-

continuous helices and has been compared to a standard RNA wherever possible. 
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4.1 Introduction 

 

 The nucleus of eukaryotic cells contains chromatin in a tightly packed and 

highly organized fashion. The nucleus is composed of two main compartments: the 

nucleoplasm and the nuclear envelope (NE). The major structural elements of the NE 

are: the inner nuclear membrane (INM), the outer nuclear membrane (ONM), the 

nuclear pore complexes (NPCs), and the nuclear lamina (Dechat et al., 2008). The 

INM encloses the nucleoplasm, and is covered by the nuclear lamina. The main 

constituents of the lamina are the type V intermediate filament (IF) proteins, the 

nuclear lamins (Aebi et al., 1986; Goldman et al., 1986; McKeon et al., 1986). 

Lamins divided into A and B types based on sequence homologies and confer proper 

shape and mechanical rigidity to the nucleus.  

 The lamins are composed of a long central α-helical rod domain, flanked by 

globular short N-terminal (head) and longer C-terminal (tail) domains (Figure 4.1) 

(Prokocimer et al., 2009). The C-terminal tail domain of lamins contains a structural 

motif similar to a type s immunoglobulin fold (Ig-fold) (Dhe-Paganon et al., 2002; 

Krimm et al., 2002). The small N-terminal segment consists of about 30 residues, the 

following α-helical rod domain is of about 40kDa and the C-terminal tail is of about 

20 kDa size. A 16 amino acid segment at the rod domain N-terminal end and a 30 

amino acid segment at the rod domain C-terminal end are highly conserved (Fisher et 

al., 1986).  

 The topology of C-terminal domain of lamin A/C protein consists of nine β 

strands, forming two β sheets each of four and five strands, packed into a classical β 

sandwich (Figure 4.2). The β strands 1, 4, 5, 8, and 9 form the first β sheet and the 

strands 2, 3, 6, and 7 form the second β sheet, β7 being parallel to β6. Strands 2, 3, 4, 

5, 6, 8, and 9 compose the classical Ig fold of type s and following the Ig fold 

nomenclature, corresponds to strands A, B, C, C’, E, F, and G, respectively. The β1 

and β7 are additional strands typical of the lamin fold (Krimm et al., 2002). 
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Figure 4.1: Lamins composed of α-helical rod domain, flanked by globular short N-

terminal and longer C-terminal domains. 

 

 
Figure 4.2: Topology of C-terminal domain of lamin A/C protein. 

 

 The β sandwich of the lamin A/C domain is characterized by a large tilt of 45° 

between the axes of two β sheets. These two regular β sheets show two classic β 

bulges: (i) the β bulge formed by Arg 453 of β3 and residues Glu 443 and Glu 444 of 

β2. These three residues are located within the anti-parallel beta-sheet formed by 

strands β2 and β3. These three residues are protruded outwards from the core of the 

protein into the solvent but due to formation of this β bulge, the three amide porotons 

are protected against solvent exchange and the beta sheet structure is maintained; (ii) 

the β bulge formed by Ile 531 in β8 and the residues Val 538 and Ala 539 in β9 has 

similar features where the amide protons of Ile and Val are protected.  

 Lamin proteins are known to be related diversely to basic nuclear processes 

like replication, DNA damage repair and transcription. More than 400 mutations in 

human lamin A protein alone have been known to produce at least eleven different 

disease conditions jointly termed as laminopathies. These mutations in lamin A are 

scattered throughout its helical rod domain as well as the C-terminal domain (Figure 

4.3a). The commonality of phenotypes in all these diseases is characterized by 

misshapen nuclei of the affected tissues. 
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(a) 

 

(b) 
Figure 4.3: (a) All mutations in lamin A. (b) Mutations R453W and R527P are 

exposed to the solvent. 

 

 The C-terminal domain of lamin A/C is mutated in four heritable diseases: 

Emery-Dreifuss muscular dystrophy (EDMD), limb girdle muscular dystrophy type 

1B, and dilated cardiomyopathy, are all characterized by cardiac abnormalities, and, 

in the case of the two muscular dystrophies, progressive skeletal muscle wasting, 

Dunnigan-type familial partial lipodystrophy is characterized by regional fat loss, 

insulin resistance, and diabetes mellitus with no striated muscle abnormalities. The 

thirteen missense mutations in the C-terminal domain that can cause EDMD are: 

V442A, V452F, R453W, N456K and N456I, I469T, W520S AND W520C, R27P, 

T528K, L530P AND R541H (Figure 4.3a) (Bonne et al., 2000; Brown et al., 2001; 

Raffaele et al., 2000). All the mutations except R453W and R527P are concerned 

with buried residues localized in the core of the 3D structure (Figure 4.3b). 
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 In this work we have particularly focused on the R453W mutation (Figure 

4.4) causing autosomal dominant EDMD laminopathy. The rationale behind choosing 

this mutation is the highly conserved nature of the site within Ig fold across the 

invertebrate and vertebrate species (Erber et al., 1999). Also, this mutation disrupts 

two salt bridges in the lamin A Ig fold (Krimm et al., 2002). Thus, since R453W has a 

strong destabilizing effect on the structure of the protein, we have investigated by 

force-induced simulation studies how mechanical perturbation modify the unfolding 

mechanism or stretching behaviour of Ig-fold domain and compared the mechano-

elastic properties of the mutant R453W with that of the wild-type. Force-induced 

pulling SMD simulations with R453W Ig showed interesting differences in unfolding 

behaviour compared to the wild type and were in agreement with data from AFM 

experiments. 

 

4.2 Methodology 

 

 The coordinates of the wild-type protein were directly obtained from crystal 

structure reported in RCSB-PDB with PDB ID: 1IFR (Dhe-Paganon et al., 2002) and 

the coordinates of the mutant protein were generated using Modeller 9.11 (Eswar et 

al., 2006; Martí-Renom et al., 2000). The structures of wild-type and mutant protein 

difference only at position 453, the wild-type has arginine (Arg) (Figure 4.4a) 

whereas the mutant has tryptophan (Trp) (Figure 4.4b) residue at that position. 

 

4.2.1 Molecular Dynamics Simulations 

 

 Equilibrium Molecular Dynamics (MD) simulations of both the wild type and 

mutant proteins were carried out using NAMD software (Phillips et al., 2005) with 

charmm22 force field (Mackerell et al., 2004). In each simulation, the protein 

molecules were explicitly solvated with TIP3P water molecules in a periodic box 

whose boundaries extended at least 10Å from any solute atom. Additional charge 

neutralizing Cl
-
 counter-ions were added in such a manner that neutralizes the charge 

of the protein molecule. The initial round of equilibration with explicit solvent and 

ions was performed by CHARMM (Brooks et al., 1983) and involved 100 steps of 

steepest descent, followed by 1000 steps of conjugate gradient and 20000 steps of 

adopted basis Newton-Raphson energy minimization. The particle mesh Ewald 
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(PME) summation method (Darden et al., 1993), with width of the Gaussian 

distribution as 0.35, was used to treat the long-range electrostatic interactions. A 

force-switch method was applied for non-bonded interactions (van der Waals) with a 

12Å cutoff. After energy minimization the systems were gently heated from 0K to 

300K in 30ps with a time step of 1.0fs followed by the final production run for 100ns 

by Constant Pressure Temperature (CPT) dynamics algorithm  (Feller et al., 1995) at 

1atm pressure, with 1fs timestep. The trajectories were made up by frames collected 

every 1.0ps and then analyzed using CHARMM and VMD (Humphrey et al., 1996). 

 

 

(a) 
 

(b) 

 
(c) 

Figure 4.4: 3D representation of the (a) wild-type protein containing Argenine and 

(b) mutant protein containing Tryptophan residue, at 453 position, and (c) structure of 

Argenine and Trptophan. 

 

4.2.2 Steered Molecular Dynamics Simulations 

 

 Along with equilibrium MD simulations, force-induced unfolding simulations 

were carried out separately for both the proteins by Steered Molecular Dynamics 

(SMD) simulations (Balsera et al., 1997; Evans and Ritchie, 1997; Izrailev et al., 
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1997). The coordinates of the explicitly solvated protein molecules at 300K, were 

considered for SMD using NAMD software with charmm22 force field and 

Generalized Born Implicit Solvent (GBIS) model for water (Feig and Brooks, 2004; 

Guvench et al., 2002; Qiu et al., 1997). The GBIS model was chosen since it was 

difficult to have an adequate explicit solvation for the protein chain whose dimensions 

vary from nearly a sphere of 40Å diameter to a fully stretched molecule of 350Å 

length.  

 The simulations were performed with a timestep of 1fs, a solvent dielectric 

constant of 78.5, and a cut-off of Coulomb forces with a switching function starting at 

a distance of 15 Å and reaching zero at 16Å. SMD simulations of constant velocity 

stretching (SMD-CV protocol) were carried out by fixing the C-alpha atom of N-

terminal residue (resid: 432) and applying external forces to the C-alpha atom of C-

terminal residue (resid: 544) which was the SMD atom, along the direction of the 

vector from residue 432 to residue 544. This force was applied in the direction 

parallel to the hydrogen bonds (H-bonds) of first β-sheet (β-sheet1). It is to be 

mentioned here that, in such simulations the SMD atom is attached to a dummy atom 

via a virtual spring. This dummy atom is then moved at a constant velocity and the 

force experienced by the pulled terminal atom is: 

F = k (v t – x), 

where x is the displacement of the pulled atom from its original position, v is the 

pulling velocity, and k is the spring constant.  

 Three sets of simulations were performed each for the wild-type and the 

mutant proteins considering spring constant of 0.6Kcal/mol/Å
2
 and three different 

pulling velocities (Table 4.1). As expected the time required for complete stretching 

depends on the pulling velocity. Considering the slow rate of experimental pulling, 

which needs to be compared with our simulation results, data from set-3 has been 

used for further analysis. Nevertheless, the three sets of data show similar trend. The 

trajectories were made up by frames collected every 1.0ps and analyzed using 

CHARMM and VMD. The extension d(t), defined as the increase of the end-to-end 

distance from that of the native fold, was monitored along with the force F(t) and 

secondary structure analysis of the simulation snapshots were done following DSSP 

algorithm (Kabsch and Sander, 1983) as implemented in CHARMM.  
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Table 4.1: SMD simulation set-up. 

 
velocity of pulling in Å/timestep 

(timestep=1fs) 

required duration of simulation 

for complete stretching (ns) 

set-1 0.00025 10 

set-2 0.000025 50 

set-3 0.0000025 140 

 

4.3 Results 

 

4.3.1 Molecular Dynamics Simulation Analysis 

 

 The wild type protein has Argenine residue at position 453 and the EDMD 

causing mutant has Tryptophan. The mutant adopts the same structure as the wild-

type probable due to high beta-sheet propensity of tryptophan (Chou and Fasman, 

1974; Schulz and Schirmer, 1979). The secondary structure of both the wild-type and 

the mutant has nine β-strands along with some coil/unstructured regions but no alpha-

helix (Figure 4.2). The β1 (432-436), β9 (537-544), β8 (525-531), β4 (468-473) and 

β5 (478-482) strands form the β-sheet1 and β-sheet2 is formed by strands β2 (441-

446), β3, β6 (494-499) and β7 (511-514). The β3 strand consists of residues 451-455 

which includes the mutation position. 

 

4.3.1.1 Dynamics and Fluctuation 

 

 The root-mean-square deviations (RMSD) of the trajectories with respect to 

the energy-minimized structures of the corresponding wild-type and mutant proteins 

were calculated to understand the behaviour of the simulations and compare the 

structures of the two proteins. The structural integrity of the two systems persisted 

during the complete course of 100ns of MD simulation as the all atom RMSD values 

rarely reached 2.2Å for either of the proteins (Figure 4.5a).  

 The time evolution plot for radius of gyration (Figure 4.5b) indicates similar 

features for both the proteins after about 40ns of MD-run. The solvent accessible 

surface area (SASA) of the mutant protein was initially smaller as compared to that of 

the wild-type; however in the last 30ns of the MD-run the two proteins retain the 

same value of SASA (Figure 4.5c). A closer look at the SASA values of the R453 
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(Arg 453) and W453 (Trp 453) residues of the wild-type and mutant proteins 

respectively, indicate that during the entire course of MD-run, R453 has much lower 

solvent accessibility (~50Å
2
) than W453 (~100Å

2
) (Figure 4.5d), i.e. R453 is buried 

deep into the core of the protein. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.5: (a) all atom RMSD plot, (b) time evolution plot for radius of gyration, (c) 

overall solvent accessible surface area (SASA), for the wild-type (black line) and the 

mutant (red line) proteins; and (d) SASA for Arg 453 (black line) and Trp 453 (red 

line) residues. 

 

 The root-mean-square fluctuations (RMSF) of the two proteins were 

calculated considering: (i) all atom, (ii) protein backbone atoms and (iii) side-chain 

atoms of the protein and plotted with respect to residue ID (Figure 4.6). Almost all 

the residues, except a few showed similar fluctuations for the wild-type and the 

mutant proteins. The residues 475-479 and 501-505, which showed higher RMSF for 

the mutant protein (Figure 4.6a and 4.6b), are involved in helix formation making 

them inherently more flexible. In particular, the residues Glu 443 and Glu 444 which 

were involved in salt-bridge formation with Arg 453 of the wild-type, showed a 
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difference in RMSF (Figure 4.6a and 4.6b) when compared to that of the mutant 

wherein the salt-bridge is broken. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4.6: RMSF of the wild-type (black) and mutant (red) proteins considering (a) 

all atoms, (b) backbone atoms, (c) side-chain atoms of the respective proteins. 
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4.3.1.2 Secondary Structure Analysis 

 

 The 100ns long MD simulations carried out for both the wild-type protein 

(1IFR) and its mutant (R453W) using explicit water model and periodic boundary 

condition assisted in understanding the C-terminal domain of both the proteins. 

Analyses of the contact maps of the proteins indicate similar tertiary folding of the 

two types (Figure 4.7.1). Furthermore, the variations in secondary structure (Figure 

4.7.2) indicate that almost all the β-strands of both the wild-type and the mutant are 

maintained throughout their respective 100ns MD-run except β2 of the mutant 

protein, which is disrupted after about 10ns. It is to be noted here that this β2 contains 

the residue Glu 443 which was involved in salt bridge formation with Arg 453 of 

wild-type, but such interaction is absent in the mutant. 

 

 
Figure 4.7: Contact map plot (L to R) for the wild-type and mutant proteins. 

 

 
(a) 

 
(b) 

Figure 4.8: Variation in secondary structure during 100ns MD-run for (a) wild-type 

protein and (b) mutant protein. 
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4.3.1.3 Backbone Structure Analysis 

 

 The main difference in structure of the wild-type and mutant protein is at the 

region involving the residues Arg 453/Trp 453, Glu 443 and Glu 444. Thus, we have 

tried to look into these residues from the perspective of [ϕ,ψ] torsion angles. The ϕ 

and ψ values of the residues Glu 443 and 444 do not differ much for the wild-type and 

mutant as seen from the MD-simulation (Table 4.2). 

 

Table 4.2: mean and standard deviation (bracket) of ϕ and ψ angles of Glu 443 and 

444 residues of the wild-type and mutant proteins. 

 ϕ(°) ψ (°) 

 Glu 443 Glu 444 Glu 443 Glu 444 

wild-type -80.18 (14.4) -151.62 (26.0) -46.13 (10.5) 144.76 (10.2) 

mutant -97.22 (19.8) -146.56 (46.7) -34.08 (15.2) 147.73 (8.7) 

  

 The [ϕ,ψ] plots for Arg 453 and Trp 453 (Figure 4.10.1a and 4.10.1b) are 

almost similar and the angles lie well within the allowed region of the Ramachandran 

plot. The [ϕ,ψ] values of Glu 443 residue of the wild-type and mutant proteins 

(Figure 4.10.1c and 4.10.d) fall mostly in the all allowed region however, this 

residue attains certain conformations  during the MD-run which are forbidden. The 

Glu 444 residue also has [ϕ,ψ] values in the allowed region for both the wild-type and 

the mutant (Figure 4.10.1.e and 4.10.1f). 

 The χ angle describes the rotation around the bonds between the side chain 

atoms. The first χ angle (χ1) is defined as the rotation between the Cα and Cβ atoms, 

higher χ angles are defined by the rotation between the following atoms if the side 

chain. It is seen from the backbone-independent rotamer library, as given by 

Dunbrack and Karplus (Dunbrack Jr and Karplus, 1993) that highest % χ1 for Arg, Trp 

and Glu all lie in the range χ1= -60±60 but with different percentages of 58.3%, 51.8% 

and 55.2% respectively. Although, the time evolution plot for χ1 of Arg 453 of the 

wild-type protein maintains 180° as the dihedral throughout the MD-run which has 

30.9% of χ1 as per the same rotamer library but the Trp 453 residue of the mutant 

maintains -60° dihedral  (Figure 4.10.2a and 4.10.2b). The time evolution plot for χ1 

indicated similar trend for Glu 443 residue of the wild-type and mutant (Figure 

4.10.2c and 4.10.2d); however, the trend was different for Glu 444 (Figure 4.10.2e 

and 4.10.2f). The Glu 444 of the wild-type attained the major -60° dihedral along 
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with 180° angle. In case of the mutant this residue was confined to 180° of the χ1 

dihedral. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4.9: [ϕ,ψ] plot for (a) Arg 453, (b) Trp 453, (c) Glu 443 of wild-type, (d) Glu 

443 of mutant, (e) Glu 444 of wild type and (f) Glu 444 of mutant. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4.10: time evolution plot for χ torsion angle of residues: (a) Arg 453, (b) Trp 

453, (c) Glu 443 of wild-type, (d) Glu 443 of mutant, (e) Glu 444 of wild type and (f) 

Glu 444 of mutant. 

 

4.3.2 Steered Molecular Dynamics Simulation Analysis 

 

 The CV-SMD pulling was performed on both the wild-type and mutant 

proteins with three different velocities (i) 0.00025Å/fs, (ii) 0.000025Å/fs and (iii) 

0.000025Å/fs, independently until the respective polypeptide chains were completely 

straightened out (Table 4.1). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.11: secondary structure plots when pulling velocity is 0.00025Å/fs for (a) 

wild-type and (b) mutant protein; and when pulling velocity is 0.000025Å/fs for (c) 

wild-type (d) mutant protein. Red colour represents β-sheet, black colour represents α-

helix/coil and white region represents the unstructured protein. 

 

 The pulling velocity of 0.00025Å/fs produced time dependent gradual 

elongations of both the wild-type and the mutant proteins until the polypeptide chains 

were completely straightened out and attained maximum extension of ~350Å at 

around 10ns. The secondary structure plots (Figure 4.11a and 4.11b) clearly indicate 

that in case of both the wild-type and mutant proteins, all the beta-sheets are complete 

broken into unstructured form within the first 2ns of pulling MD. Thus, the velocity 

applied is too fast to get hold of any crucial intermediate state indicative of transition 

from β-sheet to α-helix or coil formation. Moreover, no structural difference between 

the wild-type and the mutant is visible. A slightly lower pulling velocity of 

0.000025Å/fs produced similar time dependent gradual elongations of both the wild-

type and the mutant proteins but required a longer time of ~50ns to completely 

straighten out and attain the maximum extension. The secondary structure plots 

obtained from these simulations (Figure 4.11c and 4.11d) indicate that the proteins 

(wild-type or mutant) attain complete unstructured form within 40ns of the SMD-run. 
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The secondary structure plots obtained from these SMD-runs indicated some 

intermediate states representing α-helix. Also, the plots are slightly different for the 

two proteins. The β2 strand is intact for ~15ns in case of the wild-type, however for 

the mutant it starts breaking at an early stage. The β4, β5, β6 and β7 strands also 

behave differently during SMD of the two different proteins. However, a far lower 

velocity was next applied to capture the unfolding process with far more details. 

 The pulling velocity of 0.0000025Å/fs during SMD of both the wild-type and 

the mutant proteins  produced time dependent gradual elongations until the 

polypeptide chains were completely straightened out and attained maximum extension 

of ~350Å at around 140ns (Figure 4.12). As tryptophan has higher β sheet forming 

propensity (Chou and Fasman, 1974; Schulz and Schirmer, 1979), the experimental 

CD data of R453W mutant indicated a slight percentage increase in β sheet structure 

(Bera et al., 2014). Both the forms however, retained their respective shape and 

compactness up to 20ns as observed from their radius of gyration vs. extension plots 

(Figure 4.13).  

 A similar kind of unfolding pattern (with two transition peaks) for both wild 

type and R453W mutant protein was observed from the force extension analyses 

(Figures 4.12a and 4.12b). For wild type, the first peak appeared at 50Å extension 

corresponding to a force of 250pN and unfolding force for the latter transition peak, 

was calculated to be around 150pN at 150Å extension. But for the mutant, first 

transition peak appeared as a doublet between 50-75Å extensions with unfolding 

force around 200pN. Interestingly, the mutant exhibited the same peak corresponding 

to150Å extension at a lower unfolding force of ~75pN. Hence, the mutant R453W is 

mechanically weaker compared to the wild type as is corroborated from single 

molecule force spectroscopic data and also from earlier structural studies of the 

mutant (Krimm et al., 2002). The secondary structure variations of both the wild type 

and the mutant proteins for the entire simulation trajectories were analysed. Since, the 

first and the last β-strands, located at the periphery were H-bonded to each other, and 

the force was applied parallel to this H-bond vector, β1 at the N-terminal and β9 at the 

C-terminal strands were uncoiled at the earliest compared to the other β-strands for 

both the simulations. This also induced early rupturing of the nearby β8 strand. The 

simulation trajectories showed significantly different features at short extension 

(within 180Å) in the both cases, whereas at longer extensions those domains were 

almost identical. The variation of different secondary structure elements of all the 
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residues of both the wild-type and mutant protein, with simulation time scale are 

shown in Figures 4.12c and 4.12d. For both the wild type and the mutant, an initial 

force of ~100pN was required to completely rupture the β1-strand at an extension less 

than 10Å. A high force of ~250pN and ~200pN for the wild type and the mutant 

proteins respectively corresponded to the disruption of β8-β9 H-bonding and 

ultimately rupturing of these β-strands. All these events were completed within the 

first 40ns of simulation for both the cases.  As indicated earlier, the Arg 453 residue 

of β3 forms two salt-bridges with Glu 443 and Glu 444 of β2, which were lost due to 

R453W mutation. As a result, the β2 strand of the mutant protein was rupturing 

simultaneously along with β8 and β9 at around the same time indicated by a broader 

peak at ~50Å extension in the force vs. extension plot (Figures 4.12a and 4.12b). On 

the other hand, stability of the wild type β2 strand, in comparison to its mutant was 

higher, as it was completely stretched only after 60ns and corresponded to a force as 

high as ~150pN. Rupturing of β2 was followed by β3 which was again more stable for 

the wild type as compared to the mutant. The β6 and β7 strands were ruptured next 

and the process occurred faster in case of mutant protein compared to the wild type 

under similar conditions of force. The β4 and β5 strands of the first beta sheet layer of 

the wild-type domain remained stable till ~85ns (up to 200Å extension) whereas, for 

the mutant these strands unfolded completely within ~75ns (up to 150Å extension) at 

comparable forces. Similarly, β2 and β7 ruptured quickly in case of mutant protein 

compared to the wild type under similar conditions. This is further corroborated from 

the radius of gyration vs. time plot (Figure 4.13) where the mutant showed an 

altogether different compactness compared to the wild type. We observed an 

interesting conformational transition from β-strand to α-helix prior to complete 

stretching in both the cases. The secondary structure alteration from β-strand to alpha 

helix was observed more in case of the mutant-protein. However, the alpha-helices 

were not stable in either case though their lengths were quite significant.  In 

conclusion the SMD studies are in good agreement with our single molecule force 

spectroscopy results.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.12: Force vs. extension curve for (a) wild type lamin Ig fold (PDB ID 1IFR) 

and (b) R453W mutant. The corresponding extensions vs. time plots have been shown 

in the inset. Variations in secondary structures are shown in (c) for wild type and (d) 

for R453W mutant. Red colour represents β-sheet, black colour represents α-helix/coil 

and white region represents the unstructured form. 
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Figure 4.13: Within the first 20ns of SMD the wild-type (black) and mutant (red) 

proteins retained their compactness and after that the radius of gyrations kept 

increasing with time indicating destruction in the globular shape. 

 

4.4 Discussion 

 

 The wild-type protein involved two salt bridges: (Arg 453-Glu 443) and (Arg 

453-Glu 444), whereas in the mutant due to replacement of argentine by tryptophan 

these are broken. However, our MD simulations of 100ns indicate structural similarity 

between the wild-type and the mutant. It might be expected that longer simulations 

will indicate a structural difference involving the β3 strand of β-sheet2. Our 

experimental collaborators checked the thermal stability of (I27-wt Ig/Ig R453W)4 by 

differential scanning calorimetry and although the secondary structure did not change 

significantly, the monomer of Ig and Ig R453W had significantly different 

denaturation temperatures of 62ºC and 43ºC respectively. As the R453W mutation 

resulted in the loss of two salt bridges at Glu 443 and Glu 444, the expected change in 

the force mediated unfolding was observed by SMD simulations. The unfolding 

forces obtained from theoretical calculations were in complete agreement to the data 

obtained by our experimental collaborators from Single Molecule Force 

Spectroscopy. We also observed an interesting conformational transition from β-

strand to α-helix prior to complete stretching of the proteins in both the cases. The 

secondary structure alteration from β-strand to α-helix was observed more in case of 

the mutant-protein. However, the α-helices were not stable in either case though their 

lengths were quite significant. In conclusion, we observed that there was little 

mechanical resistance from the first and last two β-strands and the mutant yielded a 

less stable intermediate in the process of unfolding. The SMD studies were in good 

agreement with single molecule force spectroscopy results. 
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5.1 Introduction 

 

 Graphene is a 2D planar sheet of sp
2
-hybridized carbon atoms covalently 

bonded and arranged in a honeycomb lattice, having excellent physicochemical 

properties (Balandin et al., 2008; Bolotin et al., 2008; Hernández Rosas et al., 2011; 

Service, 2009). Due to these properties a graphene sheet has various applications in 

the fields of electronics; energy storage and conversion, engineering nano-composites, 

etc. A single layer graphene is found to be more reactive than the multi layered stack, 

with the edges of the graphene showing more reactivity than its surface. These 

nanosize 2D graphene sheets have huge bio-applications such as biosensors, drug 

delivery, cellular imaging, etc. due to their edges.  

 Bulk scale production of graphene for commercial applications has always 

been a challenge for the researchers, a perfect solution to which is not known. 

However, a consecutive oxidation and reduction method appears to be a good solution 

(Bagri et al., 2010; Eda et al., 2008; Gilje et al., 2007; Larciprete et al., 2011; 

Stankovich et al., 2006). Upon oxidation, graphite readily exfoliates as single sheets 

in water, forming graphene oxide (GO). Chemical or thermal reduction of these GO to 

obtain graphene is an economical and large-scale production method (Bao et al., 

2012; Eda et al., 2008; McAllister et al., 2007; Stankovich et al., 2007; Xu et al., 

2008; Zhu et al., 2010). The mechanism for an oxidative breakup of graphene sheet 

has already been proposed (Ajayan and Yakobson, 2006; Li et al., 2006), where, the 

epoxy groups formed during oxidation were shown to have aligned in a line inducing 

a rupture in the underlying C–C bonds (Li et al., 2009). During the oxidation 

procedure, many functional groups such as –COOH, –O–, –OH, –C=O, etc. get 

attached onto the graphene sheet, leading to breaking of its intrinsic C–C π bonds 

which in turn causes the GO sheet to automatically tear into smaller pieces of random 

shape and sizes after reduction (Liu et al., 1998; McAllister et al., 2007). The exact 

pattern of functional group positions on the graphene skeleton is still unidentified but 

some NMR studies on GO show that carbonyl (–C=O and –COOH) are preferably 

present at the edges (Cai et al., 2008; Lerf et al., 1998), whereas, hydroxyl (–OH) and 

epoxy (–O–) groups are abundant on the faces of the GO sheet. 

 The GO contains oxygenated functional groups on its basal plane and edges 

making it functionalized through covalent interactions, which in turn makes the GO 

suitable as a building block for synthesizing functional nanomaterials (Cai et al., 
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2008; Dreyer et al., 2010; Loh et al., 2010). The presence of many structural defects 

and functional groups on reduced GO makes it appropriate for various 

electrochemical usage (Shao et al., 2010). Moreover, the single-layer graphene sheets 

obtained by tearing of GO mostly is terminated at the edges by functional groups like 

–OH, –NH2, –COOH, etc. to maintain valency/neutrality. 

 It is known that an arbitrarily cut graphene sheet has two edges; arm-chair 

(cis) and zig-zag (trans) edge (Banerjee et al., 2005; Kobayashi et al., 2005) with 

distinctly different electronic properties (Banerjee et al., 2006). The trans-edge is 

more hydrophillic as compared to the overall cis-edge, which has been established 

both experimentally and theoretically (Banerjee and Bhattacharyya, 2008; Panigrahi 

et al., 2011; Sarkar et al., 2010). It was theoretically shown that chain of epoxy 

groups are responsible for oxidative unzipping of GO sheets (Li et al., 2006; Li et al., 

2009; Sun and Fabris, 2012; Xu and Xue, 2010; Yang et al., 2007) but none of the 

studies indicated any preference in generation of cis-edge or trans-edge after 

reduction 

 A nano-scale graphene sheet has hydrophobic faces and polar edges (Banerjee 

et al., 2005; Panigrahi et al., 2011; Yang et al., 2007), with trans-edge being more 

polar. Thus, functionality of a graphene sheet depends predominantly on the type of 

edge, i.e. a graphene sheet with higher amount of exposed trans-edges has higher 

hydrophilicity and in turn might have higher chances of functionalization. Since, 

molecular recognitions in biological systems are based on hydrophobic and 

hydrophilic interactions; the edge-type of the graphene sheet becomes important. In 

this study we have therefore, carried out quantum chemical calculation involving 

graphene/GO of different sizes and types to address in particular the effect of type of 

edge on the process of GO formation and thereafter its tearing. We have shown that 

after complete tearing of the GO, smaller size graphene sheets graphene sheets are 

formed predominantly with trans-edge. Generation of large number of trans-edges 

upon reduction causes an increase in magnetism and these experimental 

magnetization data have supported out theoretical predictions. 

 Furthermore, graphene has proved to be an attractive material for desalination 

filters because of its high tensile strength and low thickness. Recent investigations 

reveal that single-layer nano-graphene can effectively filter NaCl salt from water. It 

has been suggested that presence of commonly occurring –OH functional groups at 

the edges of graphene/functionalized graphene sheets can almost double the water 
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flux due to their hydrophilicity. The water permeability of these graphene-based 

materials is much higher than conventional reverse osmosis membranes (Cohen-

Tanugi & Grossman, 2012).  

 

5.2 Tearing of Graphene Oxide Sheets  

 

5.2.1 Methodology 

 

 Graphene sheets of different dimensions were obtained by varying the number 

of basic unit of benzene rings –(i) 3-ring (3 X 3), (ii) 4-ring (4 X 4), (iii) 5-ring (5 X 

5), (iv) 6-ring (6 X 6) and (v) 8-ring (8 X 8). The atomic coordinates of all the C-

atoms arranged in hexagonal lattice with H-terminated trans- and cis- edges were 

generated by the molecular modeling software MOLDEN (Schaftenaar and Noordik, 

2000). Standard bond lengths (b(C–C) = 1.421Å and b(C–H) = 1.009Å) and all angles 

equal to 120° were considered for the modeling. There are studies reporting that in 

absence of proper termination at the edges (Koskinen et al., 2008), the graphene sheet 

with dangling electrons would behave like a radical, increasing the complexity of the 

study. Thus, the edges were terminated with H-atoms forming –C–H bonds so as to 

neutralize the valencies of all the C-atoms. We successfully optimized all the 

graphene sheets except the (8 X 8)-sheets, which were optimized by standard 

dispersion corrected density functional theory (DFT-D) based method ωB97XD/6-

31G(2d,2p) (Chai and Head-Gordon, 2008) using Gaussian09 (g09) (Frisch et al., 

2009). The (8 X 8) GO system containing five epoxy groups, was optimized with 

B3LYP/6-31G(2d,2p) (Becke, 1993; Rassolov et al., 2001; Stephens and Greene, 

1994) as it was computationally difficult for such a large system to be optimized by 

the expensive ωB97XD/6-31G(2d,2p) method. Considering overall properties of the 

(3 X 3), (4 X 4) and (5 X 5) graphene sheets, and our available computational power, 

the (5 X 5) graphene sheets were considered as standard miniature model for carrying 

out further studies. However, in some cases (4 X 4), (6 X 6) and (8 X 8) systems were 

used as standard models for complete understanding of the processes under study. 

 Several GO sheets of (5 X 5) dimensions were then modeled with different 

number of epoxy (–O–) groups placed at desired specific positions on the earlier 

optimized (5 X 5) graphene sheet with b(C–O) = 1.40Å and epoxy angles a(C–O–C) 

= 110°. A few GO sheets of dimension (4 X 4), (6 X 6) and (8 X 8) were also 
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developed (APPENDIX III), whenever required following the same protocol for both 

modeling and optimization. 

 Completion of geometry optimization was confirmed by calculating the 

vibrational frequencies of the respective optimized structures. Diagrammatic 

representations of all the optimized geometries are provided at the end of this section 

in Table 5.5. Since, electronic distribution within the highly conjugated graphene 

sheet is sensitive to its environment; Natural Bond Orbital (NBO) (Glendening et al., 

2012; Reed et al., 1988) analysis was carried out to understand the charge distribution 

on the graphene/GO sheets and thereby the effect of epoxidation. The –C–C– bonds in 

graphene/GO sheets have extended conjugation and partial double bond character 

which might have an influence on the tearing pattern. Thus, bond orders of the 

systems were also calculated following the Wiberg method (Wiberg, 1968) using g09. 

 

5.2.2 Results 

 

 Graphene is generally an infinite 2D sheet but since, we were specifically 

interested in understanding the structural changes it undergoes during the tearing of 

GO, we adopted dispersion corrected-DFT formalism suitable for small molecules 

without periodicity; using localized atomic orbital as basis set instead of the plane 

wave pseudopotential method. A graphene sheet has two different types of edges 

(Figure 5.1a) involving four different types of –C–C– linkages; indicated in this work 

as H–C–(C–C)–H, H–C–(C–C)–C–H, H–(C–C)–H and corner-H–(C–C)–H (Figure 

5.1b). The trans-edge involves only H–C–(C–C)–H bonding whereas, the cis-edge 

contains both H–(C–C)–H and H–C–(C–C)–C–H types of bonds. The corners of the 

graphene sheet also have similar H–(C–C)–H linkage but its properties are slightly 

different, hence named corner-H–(C–C)–H. 

 We started by optimizing the (3 X 3), (4 X 4), (5 X 5) and (6 X 6) graphene 

sheets and observed that all the sheets retained their geometric planarity and 

maintained consistency of –C–C– bond length and bond order. The NBO charges of 

the C-atoms were similar in all the graphene sheets independent of its size (Table 

5.1). The previous work (Panigrahi et al., 2011) from our group, suggested that H-

bond interaction between a water molecule and a graphene sheet is stronger at the 

trans-edge. This is in accordance with our present NBO charge analysis that the trans-

edge has comparatively higher net positive charge which attracts the partially 
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negatively charged oxygen atom of water molecule. Hence, we decided to consider 

the (5 X 5)-sheet as a standard for proceeding with our work.   

 

 

(a)  
(b) 

Figure 5.1: (a) A graphene sheet contains cis- and trans- edges marked by different 

C–C bond lengths (b) The trans-edge is formed by H–C–(C–C)–H linkage and cis-

edge is formed by both H–C–(C–C)–C–H and H–(C–C)–H linkages. Also, there 

exists H–(C–C)–H bonds at the corners, atoms of which have a slightly different 

property, thus labeled as corner-H–(C–C)–H linkage. The NBO charges on terminal 

C- and H-atoms atoms clearly indicate the polarity difference in the two edges. 

 

 Along with difference in bond length, bond orders and NBO charges, the C–C 

bonds at the edges can also be distinguished on the basis of Infra-red (IR) absorption 

frequencies (Figure 5.2). The normal mode analysis for the (5 X 5)-graphene sheet 

showed comparatively higher IR intensity for the frequencies (~3220-3240 cm
-1

) that 

correspond to the cis-edge C–H bond stretching as compared to the trans-edge C–H 

bonds (Figure 5.2). Thus, for a graphene sheet having two distinct edges viz., cis-edge 

and trans-edge with different electrostatic and structural properties, epoxidation might 

lead to placement of epoxy groups at either of the two edges or both the edges 

simultaneously. 
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Table 5.1: The average bond lengths and bond orders of –(C–C)– bonds in different 

type of linkages along with the NBO charges on these C- and H-atoms are given. The 

standard deviations are given in bracket. 

dim of 

graphene 

sheet 

edge-type
1
 

–C–C– 

bond length 

(Å) 

–C–C– 

bond order 

NBO 

charge  
on terminal 

H-atom 

NBO charge 

on C-atoms 

(3 X 3) 

H–(C–C)–H 1.381 1.476 0.246 (0.00) -0.215 (0.00) 

H–C–(C–C)–H 1.393 (0.02) 1.373 (0.11) 0.242 (0.00) 
-0.057 (0.00)

a
 

-0.185 (0.00)
b
 

H–C–(C–C)–C–H 1.474 1.08 0.239 (0.00) -0.028 (0.00) 

corner-H–(C–C)–H 1.358 (0.01) 1.626 (0.10) 0.247 (0.00) -0.218 (0.01) 

(4 X 4) 

H–(C–C)–H 1.387 (0.00) 1.418 (0.00) 0.243 (0.00) -0.209 (0.00) 

H–C–(C–C)–H 1.394 (0.02) 1.365 (0.11) 0.242 (0.00) 
-0.057 (0.00)

a
 

-0.182 (0.00)
b
 

H–C–(C–C)–C–H 1.469 (0.00) 1.088 (0.00) 0.240 (0.00) -0.028 (0.00) 

corner-H–(C–C)–H 1.355 (0.01) 1.643 (0.09) 0.247 (0.00) -0.224 (0.02) 

(5 X 5) 

H–(C–C)–H 1.376 (0.00) 1.395 (0.06) 0.241 (0.00) -0.206 (0.00) 

H–C–(C–C)–H 1.397 (0.00) 1.094 (0.00) 0.242 (0.00) 
-0.064 (0.00)

a
 

-0.172 (0.00)
b
 

H–C–(C–C)–C–H 1.464 (0.00) 1.330 (0.01) 0.240 (0.00) -0.029 (0.01) 

corner-H-(C-C)-H 1.371 (0.00) 1.523 (0.00) 0.247 (0.00) -0.223 (0.01) 

(6 X 6) 

H-(C-C)-H 1.380 (0.00) 1.452 (0.00) 0.242 (0.00) -0.205 (0.00) 

H–C–(C–C)–H 1.396 (0.01) 1.345 (0.07) 0.242 (0.00) 
-0.061 (0.00)

a
 

-0.179 (0.00)
b
 

H–C–(C–C)–C–H 1.462 (0.00) 1.104 (0.01) 0.241 (0.00) -0.029 (0.00) 

corner-H–(C–C)–H 1.357 (0.01) 1.628 (0.09) 0.247 (0.00) -0.223 (0.02) 
1
Four different types of linkages are possible along the two edges of a graphene sheet. The H-C-(C-C)-

H linkage has two different types of C-atoms, viz., one C-atom is attached to two other C-atoms and a 

C-atom is attached to a H-atom having different charges. 
a
charge on the C-atom which is attached to two other C-atoms. 

b
charge on the C-atom that is attached to a H-atom. 

 

 During epoxidation the epoxy groups are certainly placed on the two faces of a 

graphene sheet along with the edges. However, during oxidation of graphitic material 

the edges are far more accessible than the faces. Thus, in this study we have 

mimicked epoxidation by initially considering only the edges and then moved onto 

the faces.  

 The C-C bonds of the trans-edge retained the length of 1.40Å even after 

optimization of the (5 X 5) nascent graphene sheet but some of the cis-edge C–C bond 

lengths were increased to 1.464Å and some decreased to 1.376Å. This was in 

accordance to the presence of two types of C–C bonds: H–(C–C)–H and H–C–(C–C) 

–C–H along the cis-edge. This also indicated an increase in number of possible 

epoxidation sites giving rise to three possibilities as positions for epoxidation along 
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the two edges, viz., one along the trans-edge and two others along the cis-edge 

(Figure 5.3). 

 

 
Figure 5.2: The IR spectra corresponding to a (5 X 5) graphene sheet. Frequencies 

less than 2000cm
-1

 correspond to the  –C–C– bond movements in the graphene plane 

whereas, frequencies above 3000 cm
-1

 correspond to the  vibrations of terminal C–H 

bonds. In the inset plot, the highest intensity peak at 3224.23cm
-1

 and other peaks 

above this frequency correspond to the cis-edge C–H bond vibrations whereas the 

trans-edge C–H bond vibrations are indicated by lower intensity peak at 3206.72cm
-1

. 

 

 
Figure 5.3: The three possible positions for epoxidation. 

 

 Thus, considering the probability that tearing of GO may be influenced by the 

position of the epoxy group on the graphene sheet, we firstly generated three GO 

models. Each of these models had one epoxy group placed along the edges of the 

optimized (5 X 5) nascent graphene sheet. At the cis-edge epoxy groups were placed 
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at two distinct positions such that: (i) the epoxy group is linked to the C*-atoms of the 

H–C–(C*–C*)–C–H linkage as shown in model-1; and (ii) the epoxy group is linked 

to the two C*-atoms of H–(C*–C*)–H linkage as in model-2. The optimization of 

both these GO models indicated that model-1 was energetically favourable over 

model-2 by 10.60kcal/mol, i.e. epoxidation is preferred at the H–C–(C*–C*)–C–H 

linkage along the cis-edge. Moreover, the optimization of model-3 wherein an epoxy 

group was placed along the trans-edge involving C*-atoms of the H–C–(C*–C*)–H 

linkage indicated that model-1 was favoured by 7.99kcal/mol over this system (model-

2) too. The optimized structure of model-1, showed complete breakage of the C–C 

bond involved at the epoxidation site inducing a huge bending in the GO sheet, thus 

indicating an initiation of the tearing process. There was however a small increment in 

the C–C bond distance at epoxidation site at the trans-edge of the optimized model-3 

with slight bend in the GO sheet. Both these scenarios elucidate that during 

epoxidation of graphitic material, initially the exposed graphene layers get oxidized 

first introducing a bend/kink in that sheet that readily exposes the lower sheets to 

oxidation ultimately leading to tearing and exfoliation into individual graphene/GO 

sheets. 

 We next tried to figure out why the optimized model-1 is energetically most 

favoured. The NBO charges for the three atoms (C*, O and C*) forming the epoxy 

linkage (–C*–O–C*–) indicated that in model-1 the partially negatively charged 

oxygen was attached to two partially positively charged carbon atoms, however in 

model-2 and model-3 the concerned carbon atoms have very low positive charge. 

Also, the molar heat capacity at constant volume for optimized model-1 was found to 

be the lowest confirming that it is energetically easier to for epoxidation and in turn 

tearing to happen as in model-1 (Table 5.2). Moreover, the NBO charges on the C-

atoms of the (5 X 5) nascent graphene sheet, clearly showed that the C*-atoms of the 

H–C–(C*–C*)–C–H linkage have lowest negative charge making them most suitable 

for initiation of epoxidation (Figure 5.1b) and; the bond orders indicated that the C–C 

bonds formed by the same C*-atoms of H–C–(C*–C*)–C–H linkage is weak with low 

partial double bond character, making these bonds a preferable tearing site (Table 

5.1). Thus, the GO sheet with epoxy group at the H–C–(C*–C*)–C–H position of the 

cis-edge seemed to be the best model by far for addressing the effect of type of edge 

involved in the process of GO formation and ultimately leading to tearing of graphene 

sheets. 
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 Apart from these situations there exist two more possibilities for positioning of 

an epoxy group; one along the cis-edge (model-4) and another along the trans-edge 

(model-5). In both these situations an oxygen atom replaces two hydrogen atoms. We 

developed model-4 by connecting the two C*-atoms of the H–C*–C–C–C*–H linkage 

and removing the terminal H-atoms for maintaining valency. It was expected that 

optimization might give stability to the five member ring, i.e. decreasing the 

associated –(C–C)– bond lengths causing breaks in some of the nearby –(C–C)– 

bonds. But the optimized geometry of model-4 showed only slight increase in –(C–

C)– bond length of the bonds adjacent to five-member ring. The model-5 was not 

studied as it seemed to be possible only theoretically since a four-member ring 

formation on a graphene plane would be energetically too unstable. 

 

Table 5.2: Comparison of three models: model-1, model-2 and model-3 on the basis 

of molar heat capacities at constant volume for the optimized structures along with 

NBO charges on the atoms involved in epoxidation. 

model 
Charge of the atoms forming 

epoxy linkage 

CV (molar heat capacity 

at const. vol.) in  

Cal/mol-K 

 
C* O C* 

 

     model-1 0.32 -0.521 0.315 169.747 

model-2 0.045 -0.517 0.045 169.971 

model-3 0.071 -0.518 0.179 170.059 
 C*-atoms are the C-atoms connected via epoxy linkage -C*-O-C*- 

 

 Usually under experimental conditions the epoxidation of a graphene sheet is 

not restricted to a single epoxy group but leads to placement of a number of such 

groups on the sheet (He et al., 1998). Thus, obtaining smaller graphene sheets from 

tearing of large size GO sheets require a number of epoxy groups to be present. The 

NBO charges and bond order calculations performed on optimized model-1 indicated 

that the C–C bonds next in parallel to the first epoxidation site have lowest bond order 

along with corresponding carbon atoms having lowest negative charge (Figure 5.4) 

making them susceptible to further epoxidation. In order to confirm this, we 

developed two more models by placing another epoxy group on the optimized model-

1, but at different positions (model-6a and model-6b). The optimized model-6a 

containing two epoxy groups at parallel positions proved to be energetically 
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favourable by 44.52kcal/mol compared to model-6b containing the two groups in 

nearly adjacent positions.  

 Furthermore, with the aim to clarify the influence of number of epoxy groups 

on tearing of GO, we optimized two more model systems where four epoxy groups 

were placed, starting from the cis-edge (model-7a) and trans-edge (model-7b) 

respectively. All the epoxy groups were placed on the same side of the sheet for both 

the models and only the H–C–(C*–C*)–C–H linkage of the cis-edge was considered 

while building model-7a as tearing along it was arguably more favoured. Optimized 

structures of both model-7a and model-7b showed breakage in the C–C bonds at the 

epoxidation sites along with a bending in the sheet, although a detail clearly suggested 

that tearing of GO sheet was favoured by 50.39kcal/mol, when the oxidation occurs 

involving the cis-edge. Another significant observation was that with increase in 

number of epoxy groups the possibility of tearing GO sheet also increases. The C–C 

bond of trans-edge with only one epoxy group was not broken in model-3, whereas 

the similar C–C bonds were elongated when four epoxy groups were lined up from 

the trans-edge. 

 

 
Figure 5.4: After breaking of a –C–C– bond due to epoxidation, the properties like 

charge on C-atoms and bond order of –C–C– adjacent to the epoxidation site changes. 

The values given in bracket are NBO charges of the corresponding C-atoms and the 

values in italics and blue are bond order of the –C–C– bonds. 

 

 Until now we optimized systems involving epoxy groups at the edges but 

epoxidation occurring only on the plane and away from the edges of the graphene 

sheet may be important. Hence, we developed model-8a and model-8b by removing 
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epoxy groups from the cis-edge of model-7a and trans-edge of model-7b respectively. 

Only three epoxy groups were taken this time to reduce the computational expense as 

the effect of number of epoxy groups had already been addressed. The analysis of 

optimized structures corresponding to these two models showed that model-8a was 

energetically favoured over model-8b by 15.96kcal/mol, generalizing the earlier result 

that tearing is easier with epoxidation involving the influence of cis-edge types. 

 We also tried to probe into directionality of the tearing pattern by developing 

two model systems: model-9a and model-9b with (4 X 4) graphene sheet where each 

contains two epoxy groups, to capture the directional influence with more clarity and 

lower computational cost. The optimized model-9a was energetically favoured over 

optimized model-9b by 30.54kcal/mol establishing that tearing is favoured in a 

particular direction (Figure 5.5) starting from H–C–(C–C)–C–H edge towards the H–

(C–C)–H edge. The average –C–C– distance and –C–O–C– angles at the epoxidation 

sites for model-7a, model-7b, model-9a and model-9b (Table 5.3) emphasized that 

tearing is favoured only by breaking-up of particular type of bonds. This allowed us to 

conclude that tearing is most favoured by breaking the C*–C* bonds of H–C–(C*–

C*)–C–H and moving towards H–C*–C*–H.  We also modeled and optimized two (8 

X 8) GO sheets containing five epoxy groups on the plane of each sheet but none at 

the edges and with only difference in the position of the epoxy groups, model-10a was 

found energetically favourable to model-10b by 33.04kcal/mol, thus generalizing the 

above stated hypothesis for GO sheets of all sizes.  

 

 
Figure 5.5: Schematic representation of favourable directions for tearing of GO sheet. 

Epoxidation initiating at H–C–(C*–C*)–C–H linkage favours tearing over 

epoxidation involving C*-atoms of H–(C*–C*)–H linkage.  
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Table 5.3: Comparison of four models: model-7a, model-7b, model-9a and model-9b 

on the basis of –C–C– bond distance and –C–O–C– angle at the epoxidation site. 

model 

C-C distance at epoxy site (Å) 

[distance between C*-atoms 

in C*–O–C* link] 

C–O–C angle at epoxy site 

(°) 

[C*–O–C* angle] 

model-7a 2.317 (0.05) 115.775 (3.35) 

model-7b 1.913 (0.37) 87.148 (24.94) 

model-9a 2.287(0.06) 113.450 (3.84) 

model-9b 2.230 (0.08) 109.710 (4.97) 

 

 The tearing of GO sheets produce smaller graphene sheets having 

functionalization at the edges (Schniepp et al., 2006). These smaller graphene sheets 

may have either only cis- or trans-, or both the edges. The following part of our study 

involved prediction of the type of edge formation, after the process of tearing is 

completed, i.e. to theoretically predict which edge formation is more plausible after 

complete tearing (Figure 5.6). Keeping in mind that it was impossible to place four 

epoxy groups on a (5 X 5) graphene sheet along the most preferred position (cis-edge 

H–C–(C*–C*)–C–H influence) without involving the edges, we developed model-

11a1 which had somewhat H–C–(C*–C*)–C–H influence. The bond length, bond-

order, IR frequency of C-H stretching and NBO charges on C-atoms of the corner-H– 

(C–C)–H bonds were intermediate between the cis-edge and the trans-edge. Hence, 

we developed model-11a2 containing four epoxy groups on a (5 X 5) graphene sheet 

but with H–(C*–C*)–C–H linkage influence of the trans-edge. Thus, we modeled 

three GO sheets each with four epoxy groups placed on the same side of the sheet in 

such a way that tearing of one leads to formation of cis-edged sheets model-11b and 

the other two gives a trans-edged sheet. The optimizations suggested that tearing of 

both model-11a1 and model-11a2 were preferred over model-11b by 35.33kcal/mol 

and 29.86kcal/mol of energy respectively, indicating that formation of cis-edge upon 

tearing is not favourable. This was in accordance with the observation that the 

optimized geometries of only model-11a1 and model-11a2 showed breaks in the C–C 

bonds eventually suggesting formation of trans-edged sheet after tearing of GO. The 

average C–C distance and C–O–C angle at the epoxidation sites in optimized 

geometry of model-11b were seen to be 1.866Å (0.39) and 86.007° (25.13) 

respectively, the same in case of optimized model-11a1 geometry being 2.089Å (0.35) 

and 100.034° (22.06) eventually making up for the fact that ultimate tearing of GO 

will lead to formation of smaller graphene sheets with trans-edge. This is in 
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accordance with the experimental report that thermal reduction favours unzipping 

process that leads to increase in exposed zig-zag edges (Bagani et al., 2014). 

 

 
Figure 5.6: Schematic diagram indicating that tearing of a large-size graphene sheet 

would lead to formation of smaller sheets having either trans-edge or cis-edge. 

 

 Furthermore, experimentally the positioning of epoxy groups can be random; 

hence the four epoxy groups might not line-up on the same side of the GO sheet. We 

tackled this aspect by optimizing two more model systems: model-12a and model-

12b, where we placed the alternate epoxy groups on the opposite faces of the 

graphene sheets. Since, model-11a1 was preferred over model-11a2; the epoxy group 

placement pattern in model-12a was similar to that of model-11a1. The analysis of the 

optimized structures showed that model-12a is unflavoured over model-12b by 

21.3172kcal/mol but unlike in model-11a1 or model-11a2 the bonds were intact at the 

epoxidation sites of both model-12a and model-12b with slight change in the 

concerned C-C bond lengths. A comparison of energies of all the five models, model-

11a1, model-11a2, model-11b, model-12a and model 12b, clearly suggested that 

model-11a1 was energetically the most favourable situation for tearing of GO.  

 With the aim to cover up all possible aspects we finally developed two more 

models; model-13a and model-13b which had (6 X 6) dimension of the GO sheet and 

ten epoxy groups randomly placed. In model-13a epoxy groups were arranged in a 

way that upon tearing it may lead to either cis- or trans-edge smaller sheets or both 

simultaneously. After its optimization the C-C bonds at the epoxidation sites were 

broken in such a way that if extrapolated it will lead to formation of only trans-edge 
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smaller sheets (Figure 5.7a). In model-13b the epoxy groups were far more randomly 

placed yet after optimization only those C-C bonds were broken (Figure 5.7b) which 

in future will lead to tearing in a way that theoretically confirms the higher probability 

of forming smaller sheets with enhanced trans-edges.  

 

 
(a) 

 
(b) 

Figure 5.7: Optimized structure of (a) model-13a and (b) model-13b. The highlighted 

broken -C-C- bonds at some epoxidation site indicate that tearing will always lead to 

trans-edge sheets. 

 

5.2.3 Discussion 

 

 The calculated relative energies of all the model systems are tabulated in 

Table 5.4. The most feasible representative situation (or models) can be understood 

from this table. The main outcome of this investigation was that we could narrow 

down the type of edge possible to obtain, after tearing of a graphene sheet. Along with 

this a preference in the tearing pattern was also noted. The tearing of a graphene sheet 

prefers to happen along the cis-edge with C*–C* bonds of H–C–(C*–C*)–C–H 

linkage breaking at the lowest cost of energy. This was indicated by the energies 

obtained from quantum chemical calculations and supported by the NBO charges. A 

close analysis all possible tearing patterns (Figure 5.8a), suggested that progressive 

tearing of a large graphene sheet into smaller and smaller ones would lead to smaller 

graphene sheets with higher percentage of trans-edge, i.e. –(C–C–C)– bonding 

predominant at the edges with some functionalization at the terminal carbon atoms. A 
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closer look at the expected tearing patterns also indicates that there exists a possibility 

of obtaining triangular graphene sheets containing n
2
-number (i.e. 9, 16, 25, 36, etc.) 

of carbon atoms. It would be interesting in future to experimentally detect the 

existence of such a pattern in number of C-atoms forming the nano-graphene sheets. 

However, as a conclusive statement, it is possible to obtain a functionalized graphene 

sheet containing only exposed hydrophilic trans-edge (zig-zag edge) (Figure 5.8b) 

making the sheet highly exploitable in biological systems.  

 

Table 5.4: A Comparison of the optimized models on the basis of energy. Similar 

models having same number of atoms and similar pattern of epoxidation have been 

grouped in one set. Energy of one model in each system is set to zero and the energies 

of the rest are given in relative to that. 

set 
Dimension 

of GO sheet 

Total number of 
models Δ(kcal/mol) 

C-atoms H-atoms O-atoms 

1 (5 X 5) 64 22 1 
model-1 0.00 

model-2 10.60 

model-3 7.99 

       2 (5 X 5) 64 22 2 model-6a 0.00 

model-6b 44.52 

       3 (5 X 5) 64 22 4 model-7a 0.00 

model-7b 50.39 

       4 (5 X 5) 64 22 3 model-8a 0.00 

model-8b 30.54 

       5 (4 X 4) 48 18 2 model-9a 0.00 

model-9b 15.96 

       6 (8 X 8) 160 34 5 model-10a 0.00 

model-10b 33.04 

       
7 (5 X 5) 64 22 4 

model-11a1 -35.33 

model-11a2 -29.86 

model-11b 0.00 

       8 (5 X 5) 64 22 4 model-12a 21.32 

model-12b 0.00 
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(a) 

 

(b) 

Figure 5.8: (a) All possible tearing patters are indicated. Red (bold) lines indicate the 

tearing directions/pattern that is not possible. Red (dotted) lines indicate possible 

tearing pattern but at the cost of high energy whereas, black lines represent the most 

favourable tearing pattern. (b) Considering only the favourable tearing directions the 

expected smaller size graphene sheet obtained after complete tearing of a GO-sheet is 

shown. 

 

 



Chapter V: Quantum Chemical Studies on Graphene/GO sheets 

Page | 212  
 

Table 5.5: Optimized geometries of all the model systems 

 
model-1 

 
model-2 

 
model-3 
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model-6a 

 
model-6b 

 
model-7a 

 
model-7b 
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model-8a 

 
model-8b 

 
model-9a 

 
model-9b 
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model-10a  

model-10b 

 
model-11a1 

 
model-11a2 

 
model-11b 
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model-12a 

 
model-12b 

 
model-13a 

 
model-13b 
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5.3 Functionalized Graphene Sheets 

 

 As discussed earlier, chemically modified graphenes are obtained by addition 

of different functional groups to GO platelets by various chemical reactions that 

provide for covalent or non-covalent attachment to the resulting graphene sheet. Also, 

during the process of chemical tearing of GO sheets, the edges of the resulting smaller 

sheets are terminated by functional groups such as –OH, –NH2, –COOH, etc. 

Addition of such functionality to groups already present on GO, makes graphene/GO 

more versatile precursor for a wide range of applications (Dreyer et al., 2010). 

 We modeled and optimized three graphene sheets each with functionalization 

at one of the edges by –OH, –NH2, and –COOH groups respectively. The electrostatic 

potential surface was then generated which clearly indicated the difference in 

electrostatic potential (Figure 5.9) at the two edges which differ in functionality and 

the plane of the sheet. 

 

   

   

(a) (b) (c) 

Colour Red Yellow Green Light Blue Blue 

Elec. 

potential 
< -0.100 -0.050 0.000 0.050 >0.100 

 

Figure 5.9: Optimized functionalized graphene sheet and corresponding electrostatic 

potential distribution for edge-termination by (a) –OH, (b) –NH2, and (c) –COOH.  
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5.4 Graphene Sheet as Filter 

 

5.4.1 Methodology 

 

 Our earlier studies revealed that a graphene sheet of (5 X 5) dimension can 

serve as a standard miniature model representing a nano-graphene sheet (Ray et al., 

2015). Thus, in this study we have considered such a (5 X 5) graphene sheet. The 

atomic coordinates of all the carbon atoms arranged in hexagonal lattice with trans- 

and cis-edges were generated by the molecular modeling software MOLDEN 

(Schaftenaar and Noordik, 2000) using standard bond lengths (b(C C) = 1.421Å and 

b(C-H) = 1.009Å) and all angles equal to 120°. The edges were terminated with 

hydrogen atoms forming C-H bonds neutralizing the valencies of all the carbon 

atoms. This also eliminated the possibility that, the graphene sheet would behave like 

radical due to presence of dangling electrons, increasing the complexity of the study. 

We have successfully optimized the three model systems (i) graphene sheet with H2O 

molecule, (ii) graphene sheet with Na+ ion and (iii) graphene sheet with Cl- ion, by 

standard dispersion corrected density functional theory (DFT-D) based method 

ωB97XD/6-31g(2d,2p) using g09 (Frisch et al., 2009). The H2O-molecule, Na
+
 ion 

and Cl
-
 ion were initially place near the (i) trans-edge and (ii) cis-edge of the 

graphene sheet. 

 

5.4.2 Results and Discussion 

 

 The earlier studies from our group which reported that a water molecule 

moves towards the trans-edge from of the graphene sheet were based on HF and MP2 

methods (Panigrahi et al., 2011). Our present study with dispersion corrected density 

functional theory (DFT-D) based method involving H2O at the cis- or trans-edge 

indicates a similar situation with the optimized graphene(trans-edge)-H2O system 

being favoured by -5.072kcal/mol over the graphene(cis-edge)-H2O system.  

 The optimized geometries of the four graphene-ion systems are given in 

Figure 5.10. A comparative energies of graphene(trans/cis-edge)-Na
+
 and 

graphene(trans/cis-edge)-Cl
-
 (Table 5.6 ) indicated that the ion position, independent 

of its type, is favourable at the trans-edge by -15.602 kcal/mol and -19.005 kcal/mol 

respectively for Cl
-
 and Na

+
 ions.  
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(a)  

(b) 

 
(c) 

 
(d) 

Figure 5.10: Cl
-
 (green colour) is present at the (a) cis-edge and (b) trans-edge; and 

Na
+
 (violet colour) is present at the (c) cis-edge and (d) trans-edge.  

 

Table 5.6: The energies of the systems optimized. 

Molecule/Ion 

E (in Hartree) of the system when 

ΔE 

(trans-edge—cis-edge) interaction is at 

cis-edge 

interaction is at 

trans-edge 

H2O -2604.240 -2604.248 -5.072 

Na
+
 -2689.966 -2689.996 -19.005 

Cl
-
 -2988.136 -2988.161 -15.602 

 

 The ions (Na
+
 and Cl

-
) however, always remained close to their initial 

positions at the trans-/cis-edge after optimization. But, depending on the initial 

position of the H2O molecule, in some cases it was found that in the optimized system 

the molecule moved away from the edge and onto the plane of the graphene sheet 

which may be indicative of water passing through a graphene sheet (Figure 5.11). It 

is to be mentioned here that this could be due to consideration of dispersion 

interaction, which dominates when more atoms are in contact, i.e. three atoms of a 
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water molecule coming in close contact with ring carbon atoms of graphene. 

However, it can clearly be said that ions prefer getting trapped to the trans-edge of a 

graphene sheet. 

 

 

Figure 5.11: H2O molecule moving from trans-edge towards the plane and cis-edge 

of the graphene sheet. 
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6.1.1 Introduction 

 

 Hydrogen bonds (H-bonds) play a significant role in structure and function of 

biological systems (Desiraju and Steiner, 2001; Jeffrey, 1997; Schuster et al., 1976). 

The spectroscopic character of an organic molecule can change significantly when it 

is involved in H-bond formation. When H-bonding occurs in the electronically excited 

state, the changes in spectroscopic properties of a fluorophore become even more 

prominent (Han and Zhao, 2011). Generally fluorophore-solvent interactions are 

classified into two main categories: (i) non-specific interactions due to dielectric of 

the medium and (ii) specific interactions such as H-bonds between hydrogen donor 

and acceptor molecules. The dynamic behaviour of intermolecular H-bonds in the 

electronically excited state helps in understanding of microscopic structure and 

function in many molecular systems. Both these interactions play important role 

during the salvation process. The dynamic behaviour of intermolecular H-bonds in the 

electronically excited state helps in understanding the microscopic structure and 

function of many molecular systems which makes the investigation of H-bond 

dynamics of photoexcited chromophores very important in understanding the effect of 

environment on their photophysical and photochemical behaviour (Bhattacharyya, 

2008; Glasbeek and Zhang, 2004; Pal and Zewail, 2004).  

 It has already been reported that the fluorophore dibenzo[a,c]phenazine 

(DBPZ) acts as a polarity insensitive H-bond acceptor probe. Its benzoyl derivative: 

11-benzoyl-dibenzo[a,c]phenazine (BDBPZ) (Figure 6.1.1) has similar or even better 

H-bond accepting character as compared to its parent. In addition BDBPZ can also 

sense the polarity of the solvent medium. On interaction with H-bond donating 

solvents the fluorescence intensity of BDBPZ increases abruptly and the extent of red 

shift of max depends on H-bond donating ability of the solvent associated. Further the 

organic amine such as N,N-dimethyl aniline (DMA) interacts very weakly with DBPZ 

in the first excited singlet state (Dey et al., 2007b). On the contrary DMA can 

efficiently interact with photoexcited free BDBPZ as well as with the excited state H-

bonded species. The mode of interaction is the photo-induced electron transfer from 

the amine to the fluorophore. Both the improved excited state H-bonding efficiency 

and better sensibility of the environment are attributed to the structure of the 

molecule. 
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Figure 6.1.1: 11-benzoyl-dibenzo[a,c]phenazine (BDBPZ) 

 

 

6.1.2 Methodology 

 

 The models of free BDBPZ and its various H-bonded complexes were built 

using MOLDEN software (Schaftenaar and Noordik, 2000) with standard bond 

lengths (b(C-C) = 1.421Å, b(C-N) = 1.33 Å, b(C-H) = 1.09Å and b(C=O) = 1.22Å) 

and bond angles. The ground state (GS) optimizations of the modeled structures were 

carried out with Density Functional Theory (DFT) based method B3LYP/cc-PVDZ 

(Becke, 1993; Dunning Jr, 1989; Lee et al., 1988) using Gaussian09 (g09) (Frisch et 

al., 2009).  The excited state (ES) geometry optimizations were carried out by Time 

Dependant-Self Consistent Field (TD-SCF) DFT method using the same functional 

and basis set. The geometry optimizations were confirmed by calculating the 

vibrational frequencies of the respective optimized structures. The solvent effect was 

studied considering the Conductor-like Polarizable Continuum Model (CPCM) (Cossi 

et al., 2003) for the solvents ethanol (ε = 24.8520) and acetonitrile (ε = 35.6880). 

Electrostatic Potential (ESP)-fit dipole moment and Natural Bond Orbital (NBO) 

charges (Reed et al., 1988) were also obtained using the same g09. 

 

6.1.3 Results 

 

 There are three probable sites for H-bonding in BDBPZ, viz., N11, N12 and 

O1 (Figure 6.1.1). However, the NBO charges obtained after GS geometry 



Chapter VI Section I: 

 Study of H-bonding probe BDBPZ by Quantum Chemical Approach 

Page | 225  
 

optimization of BDBPZ in vacuum indicated that N11 (-0.464) and O1 (-0.550) are 

preferred for H-bonding over N12 (-0.454). Moreover, N11 is at anti-position to O6 

which reduces the steric clash during H-bond formation. Thus, four H-bonded 

complexes of BDBPZ with EtOH and H2O were modeled considering the two 

discussed possible H-bonding sites (Figure 6.1.2). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6.1.2: GS optimized structures of the four models in vacuum; (a) 

BDBPZ(O1)-EtOH, (b) BDBPZ(N11)-EtOH, (c) BDBPZ(O1)-H2O and (d) 

BDBPZ(N11)-H2O. 

 

 Along with GS and ES geometry optimizations in vacuum, free BDBPZ was 

also optimized in EtOH and MeCN medium. The dipole moment of the molecule 

increases with increasing solvent polarity both in the GS and ES (Table 6.1.1). The 

energy difference between the GS and the ES optimized structures of free BDBPZ 

indicated a fluorescence maximum at 470.53nm (Table 6.1.2) whereas, when the 

optimizations were done in acetonitrile medium (MeCN), the peak shifted to 

414.46nm. 



Chapter VI Section I: 

 Study of H-bonding probe BDBPZ by Quantum Chemical Approach 

Page | 226  
 

Table 6.1.1: Dipole moment (in D) of free BDBPZ in different dielectric medium. 

state vacuum EtOH MeCN 

GS 2.80 4.04 4.06 

ES 11.54 16.22 16.31 

 

Table 6.1.2: Fluorescence peak of the free-BDBPZ and the different H-bonded 

systems optimized in MeCN medium. 

 

 

 The four H-bonded BDBPZ complexes (Figure 6.1.2) optimized in vacuum 

with BSSE correction (counterpoise correction) have been further analyzed in details. 

The dipole moments of all the four complexes are much greater in the ES compared to 

the GS (Table 6.1.3) suggesting an increase in charge separation on photoexcitation 

and in turn reflect stronger H-bonding in the excited state. Also, shorter H-bond 

lengths in the ESs are observed whether the bonding is through nitrogen (N11) or 

oxygen (O1). As a consequence the –O-H bond length of the solvent molecules is 

increased in the excited state and corresponding vibrational frequencies of –O-H bond 

is decreased.  

 Now the question is amongst the two potential sites of H-bonding which one 

makes H-bond more efficiently with the solvent? Apparently it seems that the oxygen 

is much more accessible to the external solvent system. Further the higher 

electronegativity of oxygen (3.44) compared to nitrogen (3.04) suggests stronger H-

bonding with the oxygen atom. The H-bond energy (EHB) in the GS also shows that 

the strength of H-bonding is greater with both the solvents (H2O and EtOH) when it is 

through the oxygen atom. Similarly, the H-bond energy in the ES (EHB
*
) is lower 

when nitrogen atom is involved in H-bonding indicating better H-bonding situation. 

The NBO charges on oxygen (O1) and nitrogen (N11) atoms of the optimized 

BDBPZ system in vacuum are respectively, -0.550 and -0.464 in the GS and -0.579 

System [medium] Fluorescence peak (nm) 

BDBPZ [vacuum] 470.53 

BDBPZ [MeCN] 414.46 

BDBPZ(O1)-EtOH [MeCN] 421.61 

BDBPZ(N11)-EtOH [MeCN] 419.51 

BDBPZ(O1)-H2O [MeCN] 419.61 

BDBPZ(N11)-H2O [MeCN] 418.73 
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and -0.531 in ES. Thus, it is evident that excited state H-bonding seems more efficient 

involving the oxygen atom. This is in line with the fact that the benzoyl group of 

BDBPZ is flanked outside the core aromatic skeleton and is very much accessible to 

the solvents and thus it can sense the polarity of the medium. 

 

Table 6.1.3: The H-bonding parameters obtained from GS and ES optimized 

structures (in vacuum) of the four BDBPZ H-bonded systems. 

parameter state 
BDBPZ(O1)-

EtOH 

BDBPZ(N11)-

EtOH 

BDBPZ(O1)-

H
2
O 

BDBPZ(N11)-

H
2
O 

HB length  

(Å) 

GS 1.8965 1.9244 1.9387 1.9680 

ES 1.8168 1.8370 1.8951 1.8829 

Δ(–O–H bond 

length) (Å) 

GS 0.00652 0.01224 0.00706 0.01136 

ES 0.01064 0.01943 0.00944 0.01796 

Δ(ν (–O–H))  

(cm
-1

) 

GS -110.3 -358.1 -43.7 -54.2 

ES -197.2 -410.8 -48.0 -59.6 

E
HB

 (kcal/mol) 
GS -3.698 -2.867 -3.801 -2.717 

ES 4.245 6.680 -1.696 0.038 

μ (D) 
GS 3.66 1.65 4.50 1.42 

ES 12.37 11.21 14.91 11.16 

 

 We have also performed GS and ES optimizations for DMA-BDBPZ complex 

in vacuum and the fluorescence intensity is found to be quenched for DMA-BDBPZ 

as compared to free-BDBPZ (Table 6.1.4) as indicated from the reduced oscillator 

strength (0.0053 from 0.0225 of free BDBPZ). Analysis of total Mulliken and NBO 

charges, on DMA and BDBPZ molecules in the GS of DMA-BDBPZ complex 

indicates near zero values of the individual molecules, both in aqueous medium and 

vacuum. In ES, however, we noticed nearly one full electron transfer from DMA to 

BDBPZ, as the total atomic charges on DMA and BDBPZ become around 0.9 and -

0.9, respectively (Figure 6.1.3). We have also observed from the individual charges 

on the atoms of BDBPZ that, in the ES electron density over O1 and N12 atoms of 

BDBPZ increases by ~0.12. The geometry of DMA-BDBPZ in the GS has 

pyramidalization of N-atom of DMA, arising due to presence of lone-pair of electrons 

on the atom. However, in the ES, a slight rotation in -N-C- bond of DMA is seen, 

which is possible only when the bond has single bond character after an electron is 

donated from lone-pair of nitrogen atom of DMA to BDBPZ.  
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Table 6.1.4: Fluorescence peak (oscillator strength) of the free-BDBPZ and DMA-

BDBPZ complex after optimization in vaccum 

system 
Fluorescence peak in nm 

 (oscillator strength) 

free-BDBPZ 470.53 (0.0225) 

DMA-BDBPZ complex 518.34 (0.0013) 

 

 

(a) 

 
(b) 

Figure 6.1.3: Optimized structure (in vacuum) of DMA-BDBPZ complex in (a) GS 

showing pyramidalization at N-atom of DMA and (b) ES showing rotation involving 

N-C bond in DMA. The NBO charges of O1, N11 and N12 atoms of BDBPZ and the 

nitrogen atom of DMA are given in parenthesis. 
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6.1.4 Discussion 

 

 It is observed from experiments (Dey et al., 2015) that the derivative BDBPZ 

is much more interactive than DBPZ due to the benzoyl group that is flanked outside 

the core skeletal aromatic rings, and is very much accessible to the solvents thereby, 

helps to sense the environment properly and thus shows better ES H-bonding capacity 

than DBPZ. It is clearly shown from the present quantum chemical calculations and 

the optimized geometry of BDBPZ (Figure 6.1.4) that the H-bonding takes place 

through this benzoyl oxygen (O1) atom both in GS and ES. A new exciplex has been 

identified in the first excited singlet state between DMA and BDBPZ in cyclohexane 

medium by steady state fluorescence quenching experiments. It is expected that the 

fluorescence quenching occurs on addition of DMA to BDBPZ due to photoinduced 

electron transfer from DMA to photoexcited BDBPZ. It is revealed from our quantum 

chemical calculations that the carbonyl group (benzoyl oxygen, O1) of BDBPZ 

accepts the electron from DMA. Thus, it can be stated that here the mode of 

interaction is the photo-induced electron transfer from the amine to the fluorophore. 

Both the improved excited state H-bonding efficiency and better sensibility of the 

environment are attributed to the structure of the molecule.    

 

 
Figure 6.1.4: GS optimized geometry of BDBPZ indicating out-of plane benzoyl 

group making the O1 atom and its electron density easily accessible to solvents for H-

bonding. 
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6.2.1 Introduction 

 

 As we already know the nucleus of a cell contains proteins along with DNA 

and RNA. Unlike structural proteins, the biologically active proteins also known as 

enzymes catalyze biochemical reactions in cells (Cooper, 2000). Enzymes are usually 

linear chains of amino acids, i.e. proteins, that generally fold to produce a 3D globular 

structure and function alone or in large complexes. A non-protein chemical compound 

is often required for the protein’s biological activity. It is called cofactor and can be 

considered as “helper molecules” that assist in biochemical transformations. There are 

two types of cofactors: (i) coenzymes and (ii) prosthetic groups. A coenzyme is a 

small organic non-protein molecule loosely bound to the protein. 

 One such coenzyme found in all living cells is nicotinamide adenine 

dinucleotide (NAD). It consists of two nucleotides: adenine and nicotinamide along 

with their five-member ribose sugar and connected through their phosphate groups, 

hence dinucleotide.  It exists in two forms inside cells: oxidized NAD
+
 and reduced 

NADH (Figure 6.2.1a). In metabolism, nicotinamide adenine dinucleotide is involved 

in redox reactions such that NAD
+ 

accepts electrons from other molecules and 

becomes reduced to NADH, which then acts as reducing agent donating electrons. 

The enzyme dehydrogenase, belonging to the group of oxidoreductase which oxidizes 

a substrate by reduction reaction also consists of NADP
+
. Nicotinamide adenine 

dinucleotide phosphate (NADP
+
) is also a cofactor and requires NADPH as a 

reducing agent. NADP
+
 differs from NAD

+
 in the presence of an additional phosphate 

group on the 2’ position of the ribose ring that carries the adenine moiety (Figure 

6.2.1b). 

 When bound to a protein, NAD
+ 

and NADH are usually held within a 

structural motif known as the Rossmann fold (Lesk, 1995). The structure is composed 

of up to seven mostly parallel β-strands (Figure 6.2.2). The first two strands are 

connected by a single α-helix. This initial βαβ fold is the most conserved segment of 

Rossmann folds and remains in contact with the adenosine diphosphate (ADP) portion 

of NAD (Figure 6.2.3a) (Hanukoglu, 2015). In the NAD binding site, the tight turn 

between the first β-strand and the α-helix is in contact with the negatively charged 

oxygens of the two phosphate groups (Figure 6.2.3b) (Hanukoglu, 2015). 
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(a)  

(b) 

Figure 6.2.1: (a) The two forms of nicotinamide adenine dinucleotide in cell (Left to 

Right: NAD+ and NADH). (b) Nicotinamide adenine dinucleotide phosphate 

(NADP
+
). 

 

 
Figure 6.2.2: complete Rosmann fold with NADP (box). 

 

 The absorption spectrum of a NADH solution shows two maxima at the UV 

end of the visible spectrum, one at 250nm and the other at about 340nm. NAD
+
, on 

the other hand has an absorption maximum at 250nm and almost does not absorb light 

above 300nm (Renault et al., 1982). Upon excitation with UV-light NADH, unlike 

NAD
+
, fluoresces in the blue (broad-band emission centered around 460nm) (Ince et 

al., 1992). With the aim of understanding the NAD-protein interaction and the UV-
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VIS spectra associated with these, we started by performing structural analysis and 

obtaining theoretical electronic spectra associated with NAD. 

 

 
(a) 

 
(b) 

Figure 6.2.3: (a) ADP portion of NAD and (b) the tight turn between the first β-

strand and the α-helix (of βαβ motif) is in contact with the negatively charged 

oxygens of the two phosphate groups. 

 

 In the present study we have particularly tried to understand the structure of 

NAD+/NADH system. The motif was taken from crystal structure with PDB ID: 3P19 

(Figure 6.2.4a) which contains NADP bound to Rossmann fold (Figure 6.2.4b). 

However, for the simplicity of the initial studies we have modeled this coenzyme as 
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NAD by removing the additional phosphate group on the 2’ position of the ribose ring 

that carries the adenine moiety and adding an –OH group instead. 

 

 
(a) 

 
(b) 

Figure 6.2.4: Coordinates are taken from PDB ID: 3P19. 

 

6.2.2 Methodology 

 

 An initial search in RCSB-PDB database with the keyword NADH and 

refinement criteria: (i) Organism- Homo sapiens, (ii) Experimental Method- X-ray 

crystallography and (iii) X-ray Resolution as 1.0-2.0Å, gave a set of 17 PDB-files. 

These were then analysed for NADH moiety and the amino acid residues present in its 

surrounding with a cut off of 4.0Å using RASMOL (Sayle and Milner-White, 1995). 

 The initial coordinates of complete NAD was were taken from crystal 

structure (PDB ID: 3P19) and slightly modified to generate NAD
+
 and NADH 

molecules, using the molecular modeling software MOLDEN (Schaftenaar and 

Noordik, 2000) with standard bond lengths (b(C-C) = 1.421Å, b(C-N) = 1.33 Å, b(C-

H) = 1.09Å, b(N-H)= and b(C=O) = 1.22Å) and bond angles and appropriate 

phosphate groups (PO4
3-

). The ground and excited state optimizations of the modeled 

structures were initially carried out in vacuum with Density Functional Theory (DFT) 

and Time Dependant-Self Consistent Field (TD-SCF) DFT based method B3LYP/6-
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31G(2d,2p) (Becke, 1993; Lee et al., 1988) respectively, using Gaussian09 (g09) 

(Frisch et al., 2009). The models were also optimized in aqueous solvent water (ε = 

78.39) considering the Conductor-like Polarizable Continuum Model (CPCM) (Cossi 

et al., 2003) for the solvent. Normal-mode frequency calculations were then carried 

out to confirm the energy minimized geometries. Theoretical emission spectra were 

also obtained from TD-SCF optimizations to compare with available experimental 

spectra for the NAD
+
/NADH systems. Electrostatic Potential (ESP)-fit dipole moment 

and Natural Bond Orbital (NBO) charges (Glendening et al., 2012) were also obtained 

to further characterize the systems. 

 

6.2.3 Result and Discussion 

 

 The initial search in RCSB-PDB resulted in 17 PDBs (PDB IDs: 4X4L, 4RLS, 

4JNK, 3N80, 3N81, 3N83, 2FZW, 1UMK, 1PL8, 1O02, 1I3L, 1I3M, 1I3N, 1HZJ, 

1F0Y, 1EK6, 1GRB). It was observed that the PDBs: 3N80.pdb, 3N81.pdb, 3N83.pdb 

and 1UMK.pdb did not contain any NAD motif. The remaining 13 PDBs were then 

further analysed. A cut off of 4.0Å around NAD residue of only chain A of the crystal 

structure was applied and the amino acid residues surrounding the NAD were 

tabulated in Table 6.2.1. 

 A single NAD can be divided into three regions (Figure 6.2.5): adenine-

region, phosphate-region and the nicotinamide-region. A cut off of 3.7A was applied 

around each region and the surrounding amino acid residues were tabulated (Table 

6.2.2). 

 

 
Figure 6.2.5: A single NAD molecule divided into three sections.



 

 

 

 

Table 6.2.1: Amino acid residues surrounding NAD/NAD in different proteins. 

PDB 

ID 
amino acid residues 

1EK6 ALA GLY ILE VAL PHE ASN ASP LYS SER TYR PRO HIS 
 

MET 
      

1GRB ALA GLY ILE VAL PHE 
  

LYS 
 

TYR 
    

ARG 
 

GLU LEU 
  

1HZJ ALA GLY ILE VAL PHE ASN ASP LYS SER TYR PRO HIS 
 

MET 
      

1I3L ALA GLY ILE VAL PHE ASN ASP LYS SER TYR PRO HIS 
 

MET 
      

1I3M ALA GLY ILE VAL PHE ASN ASP LYS SER TYR PRO HIS 
 

MET 
      

1I3N ALA GLY ILE VAL PHE ASN ASP LYS SER TYR PRO HIS 
 

MET 
      

1O02 ALA GLY ILE 
 

PHE ASN 
 

LYS SER 
 

PRO 
    

CYS GLU 
 

GLN TRP 

1PL8 ALA GLY ILE VAL PHE 
 

ASP 
   

PRO 
 

THR 
 

ARG CYS 
 

LEU 
  

2FZW ALA GLY ILE VAL PHE ASN ASP LYS 
 

TYR 
  

THR 
 

ARG CYS 
    

4JNK ALA GLY ILE VAL 
 

ASN ASP 
 

SER 
  

HIS THR 
 

ARG 
  

LEU 
  

4RLS ALA GLY ILE VAL PHE ASN ASP 
 

SER TYR 
 

HIS THR 
 

ARG 
     

4X4L ALA GLY ILE VAL PHE ASN 
 

LYS SER TYR PRO 
 

THR 
  

CYS GLU 
 

GLN TRP 

1F0Y ALA GLY ILE VAL PHE ASN ASP LYS SER 
  

HIS THR MET 
  

GLU LEU GLN 
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Table 6.2.2: Amino acid residues specifically surrounding the three different regions of NAD in different proteins. 

 
PDB 

ID 
amino acid residues 

p
h

o
sp

h
a
te

-r
eg

io
n

 

4RLS GLY 
    

VAL ARG 
 

ALA 
         

4JNK GLY 
    

VAL ARG 
 

ALA 
         

2FZW GLY 
    

VAL ARG 
   

HIS 
       

1O02 
       

SER 
 

TRP 
 

PHE ILE 
     

4X4L GLY 
    

VAL 
 

SER 
 

TRP 
 

PHE 
 

GLU 
    

1PL8 GLY ILE 
    

ARG 
       

PRO 
   

1I3L GLY ILE TYR LYS ASN 
             

1I3M GLY ILE TYR LYS ASN 
             

1I3N GLY ILE TYR LYS ASN 
             

1HZJ GLY ILE TYR LYS ASN 
             

1EK6 GLY ILE TYR LYS ASN 
             

1GRB GLY ILE TYR LYS 
   

SER 
  

HIS 
    

LEU MET 
 

1F0Y GLY 
                 

a
d

en
in

e-
re

g
io

n
 

4RLS GLY ILE ASP ALA 
   

VAL 
          

4JNK GLY ILE ASP ALA 
   

VAL 
          

2FZW GLY ILE ASP 
               

1O02 GLY ILE 
      

PHE LYS 
        

4X4L GLY ILE 
 

ALA 
   

VAL PHE LYS 
        

1PL8 
  

ASP 
       

ARG GLU THR LEU 
    

1I3L GLY ILE ASP ALA ASN HIS MET VAL PHE 
         

1I3M GLY ILE ASP ALA ASN HIS MET 
           

1I3N GLY ILE ASP ALA ASN HIS MET VAL 
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1HZJ GLY ILE ASP ALA ASN HIS MET 
 

PHE 
        

 

1EK6 GLY ILE ASP ALA ASN HIS MET 
           

1GRB GLY ILE 
 

ALA 
      

ARG 
   

GLN 
   

1F0Y GLY ILE ASP 
               

n
ic

o
ti

n
a
m

id
e-

re
g
io

n
 

4RLS 
 

SER 
   

VAL THR ASN ILE 
      

HIS 
  

4JNK 
 

SER 
   

VAL THR ASN ILE 
  

LEU 
 

ARG ALA HIS 
  

2FZW PHE 
 

PRO 
  

VAL THR 
 

ILE GLY CYS 
   

ALA 
   

1O02 PHE SER PRO 
    

ASN 
 

GLY CYS LEU GLU 
   

GLN 
 

4X4L PHE SER 
 

LYS 
  

THR ASN 
 

GLY CYS 
 

GLU 
   

GLN 
 

1PL8 PHE 
    

VAL 
   

GLY CYS LEU 
 

ARG 
    

1I3L PHE SER PRO LYS TYR 
             

1I3M PHE SER PRO LYS TYR 
             

1I3N PHE SER PRO LYS TYR 
             

1HZJ PHE SER PRO LYS TYR 
             

1EK6 PHE SER PRO LYS TYR 
             

1GRB 
    

TYR VAL 
  

ILE 
  

LEU GLU ARG 
    

1F0Y PHE SER 
 

LYS 
 

VAL THR ASN 
    

GLU 
 

ALA HIS 
 

MET 
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 The Rossmann fold of chain A and the bound NDP in crystal structure with 

PDB ID: 3P19 has been mainly considered in this study. The residues present around 

4.0Å of NDP in this protein are: GLY, ALA, SER, ILE, ARG, VAL, ASP, ASN, 

MET, TYR, LYS, PRO, THR, GLU and LEU (Figure 6.2.6). In this case, the 

residues surrounding the adenine-region are GLY, SER, ARG, VAL and ASP; the 

residues around nicotinamide-region are ILE, ASN, GLY, SER, TYR, LYS, PRO, 

ALA, VAL, THR and LEU. The phosphate-region is surrounded by SER, GLY, ILE, 

THR, GLU and LEU. Interestingly, none of these residues except TRP, are capable of 

electron transfer. Hence, isolated NAD has been studied in vaccum and in presence of 

implicit solvent model. We have taken the coordinates of this NADP from chain A of 

3P1P.pdb and performed quantum chemical analysis. 

 

 
Figure 6.2.6: The amino acid residues surround NAD as in PDB ID: 3P19. 

 

 The backbone torsion angles and sugar pucker of NAD is similar to that of 

nucleic acids, hence we could define these (Table 6.2.3) and obtain an idea about the 

puckering and backbone conformation (Table 6.2.4) for the crystal structure. 

 

Table 6.2.3: Definition of sugar pucker and backbone torsion angles 

sugar pucker and 

backbone torsion 

adenine-part NAD
+
/NADH-part 

ν0 C4B-O4B-C1B-C2B C4D-O4D-C1D-C2D 

ν1 O4B-C1B-C2B-C3B O4D-C1D-C2D-C3D 

ν2 C1B-C2B-C3B-C4B C1D-C2D-C3D-C4D 

ν3 C2B-C3B-C4B-O4B C2D-C3D-C4D-O4D 

ν4 C3B-C4B-O4B-C1B C3D-C4D-O4D-C1D 

γ O5B-C5B-C4B-C3B O5D-C5D-C4D-C3D 

β PA-O5B-C5B-C4B PN-O5D-C5D-C4D 



 

 

Table 6.2.4: Details of sugar pucker and backbone torsion. 

system 
optimized 

in 
ν0 ν1 ν2 ν3 ν4 χ γ β P puckering 

 
 

          
 crystal (3P19) 

adenine-part  -30.548 40.727 -34.883 18.272 7.290 -123.558 -67.092 167.149 150.681 
 

NAD-part  -46.021 47.566 -31.714 4.984 25.788 -131.568 51.836 127.114 130.473 
 

 NAD+ (GS) 

adenine-part 
vacuum 

4.22 -24.463 33.86 -32.373 18.12 -148.397 52.267 -174.3 11.821 c3'-endo 

NAD
+
-part -11.725 31.429 -38.495 32.588 -13.414 -148.25 -176.322 -103.364 -178.623 c3'-exo/c2'-endo 

 NADH (GS) 

adenine-part 
vacuum 

2.947 -18.415 25.509 -24.507 13.981 -140.087 51.21 -137.27 12.306 c3'-endo 

NADH-part -18.269 35.727 -38.717 29.24 -7.2 56.48 50.049 -107.715 171.619 c2'-endo 

 model systems 

            GS NAD
+
-part vacuum -61.135 49.422 11.053 -20.614 49.862 176.881 

  
79.358 

 
GS NADH-part vacuum -27.974 40.997 -37.430 23.010 2.745 -166.631 

  
157.081 

 
GS adenine-part vacuum 17.588 -45.883 53.818 -45.786 17.473 -153.292 

  
-0.073 

 

 
 

          
ES NAD

+
-part vacuum -27.974 40.997 -37.43 23.01 2.745 -166.631 

  
157.081 

c2'-endo 
ES NAD

+
-part water -25.006 36.92 -33.927 21.025 2.183 -167.985 

  
157.578 

 
 

          
ES NADH-part vacuum -31.69 40.905 -33.94 17.027 9.23 -130.377 

  
148.187 

c2'-endo 
ES NADH-part water -27.046 39.046 -35.396 21.199 3.686 -174.813 

  
155.966 

 
 

          
ES adenine-part vacuum 3.963 -24.643 34.336 -33.169 18.776 -152.89 

  
12.454 

c3'-endo 
ES adenine-part water 3.874 -23.325 32.423 -31.176 17.584 -150.162 

  
12.192 
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 It is known that reduced NAD (i.e. NADH) is fluorescent while its oxidized 

counterpart (NAD
+
) is not. Thus, we started by successful GS optimizations of NAD

+
 

and NADH systems in vacuum condition (Figure 6.2.7), however when the 

optimizations were tried for ES, the convergence was difficult to attain. Thus, to 

recognize spectral properties of NAD
+
/NADH, we developed three model systems 

(Figure 6.2.8): (i) the adenine-part (Figure 6.2.8a), (ii) the NAD
+
-part (Figure 

6.2.8b), and (iii) the NADH-part (Figure 6.2.8c). The adenine-part is common for 

both NAD
+
 and NADH. 

 

 
(a) 

 
(b) 

Figure 6.2.7: GS optimized geometries of (a) NAD
+ 

and (b) NADH. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 6.2.8: GS optimized geometries (in vacuum) of (a) adenine-part, (b) NAD
+
-

part and (c) NADH-part.  
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 As is known from Jablonski diagram, the energy difference between GS and 

ES electronic configurations corresponding to GS geometry of a molecule is 

proportional to its absorption wavelength.  The absorption wavelength for adenine 

base (or adenine-part) is found to be in the IR regions, as is also known from 

experimental findings (Table 5). The absorption wavelengths of the NAD
+
-part and 

NADH-part appears in the blue-green region. We have also calculated such 

absorption wavelengths of common amino acid residues which may absorb photon, 

such as side chains of TYR or TRP residues (Table 6.2.5) and a tripeptide (Figure 

6.2.9) by optimizations in GS in vacuum by DFT based B3LYP/6-31G(2d,2p) 

method, followed by single point calculations in ES. 

 

Table 6.2.5: Details of absorption of different systems. 

amino acid wavelength (nm) oscillator strength 

Ade 240.98 0.1714 

NAD
+
-part 398.47 0.0017 

NADH-part 322.27 0.1175 

tripeptide 220.73 0.0035 

TRP 264.44 0.0569 

TYR 234.46 0.0871 

HIS 209.69 0.0066 

PHE 235.76 0.0501 
$
all optimization in GS and further ES calculations have been performed in vacuum 

 

 
Figure 6.2.9: A tripeptide considered in this study. 

 

 We have also optimized the three model systems shown in Figure 8 in ES.  

The energy difference between ES electronic configuration (singlet state with 

unpaired electron in LUMO) and ES electronic configuration (with paired electrons in 
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HOMO and no electron in LUMO) corresponds to fluorescence emission. The 

fluorescence emission frequencies of the model systems, along with their oscillator 

strengths, indicative of intensity of emission, are shown in Table 6.2.6. The emission 

wavelength of adenine-part both in vacuum and aqueous medium is ~270nm. It 

appears that even adenine base can fluoresce, in principle, with very large intensity, 

although it is quite difficult to observe this frequency by experimental techniques. It is 

thus, indicated from ES optimizations (in vacuum) that the fluorescence obtained for 

NAD
+
/NADH is due to the NAD

+
/NADH-part. The NADH-part fluoresces at 590nm 

with significant oscillator strength while the oscillator strength for fluorescence at 

482nm of NAD
+
-part is very small. It is seen that the dipole moment is very much 

increased in the ES for NAD
+
-part whereas, there is not much change in dipole 

moment between GS and ES of the NADH-part. 

 The emission frequencies of both NADH-part and NAD
+
-part are blue-shifted 

in aqueous environment (Table 6.2.6) but the fluorescence intensity of NADH-part is 

seen to increase while that of NAD
+
-part decreases. Thus, even though one may be 

able to detect fluorescence signal of NAD
+
 in vacuum or in hydrophobic medium, its 

detection at water environment may not be possible. Furthermore, the amino acid 

residues, namely PHE, TYR or TRP, may absorb this fluorescence emission from 

NAD
+
 as the fluorescence wavelength of NAD

+
 and the absorption wavelengths of the 

above mentioned amino acid residues are very close. Hence, one might need to design 

a protein with a hydrophobic cavity devoid of the aromatic side chains to observe the 

weak fluorescence from NAD
+
. 

 

Table 6.2.6: Details of quantum chemical studies. 

model 

systems 

optimized 

in 
dipole (ES) dipole (ES) 

Wavelength 

(nm) 

Oscillator 

Strength 

 
 

    
adenine-part 

vacuum 

5.3866 3.2009 267.29 0.2719 

NAD
+
-part 5.2522 13.697 482.02 0.0057 

   
959.63nm 0.0044 

NADH-part 5.5494 3.3546 589.85 0.0448 

 
 

    
adenine-part 

water 

6.9681 4.096 276.42 0.4621 

NAD
+
-part 6.8075 14.2218 372.09 0.0034 

NADH-part 5.5494 5.8825 502.82 0.1177 
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 We have also optimized the NAD
+
-part and NADH-part in ES in vacuum by 

ωB97XD/6-31G(2d,2p) method and observed that the wavelength corresponding to 

the NAD
+
-part also falls in the UV-VIS region but its oscillator strength is very low 

(Table 6.2.7). Thus, till now it is clear that NADH can fluoresce but NAD
+
 cannot, 

however one may look into conditions wherein due to environment the NAD
+
 may 

contribute to fluorescent emissions. 

 

Table 6.2.7:  Quantum chemical studies performed with ωB97XD/6-31G(2d,2p) 

method. 

 

dipole moment 

in ES 

wavelength 

(nm) 
Oscillator Strength 

NADH-part 3.383 
462.72 0.0746 

269.76 0.0137 

NAD
+
-part 3.941 

667.83 0.0015 

330.59 0.0016 

 

 The quantum chemical calculations performed on NAD/NADH systems and 

reported in this section are in its initial stage. The region around NAD/NADH inside a 

protein has to be considered in details while performing further GS and ES 

calculations. This would lead to better probing into the UV-VIS spectra of these 

systems.  
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CONCLUSION 

 

 The complete work presented in this thesis is based on structural 

characterization of quadruple-helix DNA, RNA bulges and pseudo-continuous helices 

and human lamin Ig-fold domain by Molecular Dynamics and Steered Molecular 

Dynamics Simulations. Besides this, Quantum Chemical Analysis has been performed 

for studying G-quartets/G-quartet stacks, nanosize graphene/GO systems, BDBPZ and 

NAD
+
/NADH molecules. 

 

Conclusion (Chapter II) 

 The quantum chemical studies indicated that the presence of ions (Na+/K+) 

near the G-tetrad core gives it a planar geometry in turn adding to its stability. 

 The planarity of the G-tetrad is dependent on the type and position of the ion. 

A single K
+ 

ion
 
inside G-tetrad core or two Na

+ 
ions on either side of it gives 

the G-tetrad a planar conformation. 

 A stack of two G-quartets containing a central metal ion (Na+/K+) at the core 

of the G-tetrad stack, which is lined by eight O6 atoms, attains a square 

antiprism geometry.  

 A few structural factors concerning the telomeric quadruplex-DNA from the 

perspective of base pair and base pair step parameters were obtained after 

performing MD simulations with charmm27 force field.  

 The G-quadruplexes can attain four different topologies, viz., parallel, anti-

parallel, mixed-(3+1)-form1 and mixed-(3+1)-form2. The orientation 

parameters of the G:G H:W C base pairs constituting the G-tetrads were found 

to be dependent on the topology of the G-quadruplex. The twist values for all 

the base pair steps of type W:H::W:H were found to be close to 30° whereas, 

for the steps of type W:H::H:W or H:W::W:H the twist values were found to 

be around 20°. 

 In some of the G-quadruplexes, Ade:Ade or Ade:Thy base pairs are formed by 

the loop region residues which acts as a capping over the outer G-quartets. The 

anti-parallel and mixed-(3+1)-form1 and mixed-(3+1)-form2 topologies 

contain such capping over both the extreme G-quartets. This gives 
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compactness to the quadruplexes making them suitable as the major 

conformation. 

 The MD simulation of hTERT promoter sequence was found to be inherently 

unstable with anomalous values of the base pair and base pair step parameters. 

Thus, it was concluded that all G-rich sequences may not adopt a topology 

similar to the ones adopted by G-rich sequences of the telomeric region. 

 Combining the MD and SMD simulation studies it could be concluded that the 

anti-parallel topology is the most suited as a telomeric topology, although the 

mixed-(3+1)-form1 should not be completely neglected while considering the 

major conformation. 

 

Conclusion (Chapter III) 

 The MD simulations of 1-residue bulge containing RNA systems with both 

AMBER-99sb and charmm36 force fields indicated the effect of the bulge 

residue on the geometry of base pairs in specific and on the overall structure of 

the duplex in general. 

 The bulged-out unpaired residue does not alter the base pairing at the junction 

or overall structure of the duplex to an extent as high as that induced by 

presence of a bulged-in or intercalated residue. The RNA stretch containing 

bulged-out residue maintains features similar to a standard continuous RNA 

stretch. 

 The RNA stretch containing base-triple stacked inside the double-helix 

behaves well during the MD-run and has structural variability similar to a 

continuous RNA double helix. The reason is probably appropriate stacking of 

the triplet in between two base pairs. 

 The pseudo-continuous helical systems behaves well during the MD-run when 

there are extra-flanking residues are present at the junction. Also, the type of 

base pairing (canonical or non-canonical) at the junction of pseudohelices can 

determine the structural variability. 

 The simulation of RNA pseudohelix containing a 3-residue loops acting as 

capping at the terminal is seen to add stability to the system, indicated by less 

fluctuation during its MD-run. 
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 An initial overview of the various parameters related to base pairs at the 

junction of bulges and pseudo-continuous helices and has been reported and 

compared to a standard RNA wherever possible. 

 

Conclusion (Chapter IV) 

 The wild-type protein involved two salt bridges: (Arg 453-Glu 443) and (Arg 

453-Glu 444), which are broken in the mutant R453W. However, the MD 

simulations of 100ns indicated structural similarity between the wild-type and 

the mutant proteins. 

 As the R453W mutation resulted in the loss of two salt bridges at 443 Glu and 

444 Glu, the expected difference in the force mediated unfolding was observed 

during SMD simulations. The mutant was found to be mechanically weaker 

compared to the wild type when the unfolding forces corresponding to 

different extensions were seen. 

 The secondary structure variations of both the wild type and the mutant 

proteins for the entire simulation trajectories showed significantly different 

secondary structural features at short extension (within 180Å) in both the 

cases, whereas at longer extensions those domains were almost identical. 

 An interesting conformational transition from β-strand to α-helix prior to 

complete stretching of the proteins was observed in both the cases. However, 

this secondary structure alteration from β-strand to α-helix was observed more 

in case of the mutant-protein. The α-helices were not stable in either case 

though their lengths were quite significant. 

 There was little mechanical resistance from the first and last two β-strands and 

the mutant yielded a less stable intermediate in the process of unfolding.  

 The SMD studies were in good agreement with single molecule force 

spectroscopy results.  

 

Conclusion (Chapter V) 

 It is already know that a graphene sheet has two edges, viz., cis- and trans-

edge. However, our studies involving NBO charge analysis and bond order 

analysis indicate that there are four different types of –C–C– bonds: (i) H–C–
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(C–C)–H, (ii) H–C–(C–C)–C–H, (iii) H–(C–C)–H and (iv) corner-H–(C–C)–

H, which are the probable sites for initial epoxidation prior to tearing. 

 Quantum chemical studies indicated that progressive tearing of a large 

graphene sheet into smaller and smaller ones would lead to smaller graphene 

sheets with a gradual increase in the percentage of trans-edge, i.e. –(C–C–C)– 

bonding predominant at the edges with some functionalization at the terminal 

C-atoms. 

 A preference in the tearing pattern was also observed. The tearing of a 

graphene sheet prefers to happen along the cis-edge with –C*–C*– bonds of 

H–C–(C*–C*)–C–H type breaking at the lowest cost of energy.  

 The Na
+
/Cl

-
 ions prefer getting trapped to the trans-edge of a graphene sheet 

whereas; a water molecule is seen to move towards the plane of a graphene 

sheet during optimization. Thus, a graphene sheet acts a desalination filter. 

 

Conclusion (Chapter VI) 

 Unlike the parent molecule DBPZ, its benzoyl derivate BDBPZ can sense the 

polarity of the medium and act as a better Excited State (ES) hydrogen 

bonding (H-bonding) probe. 

 It is clearly shown from the quantum chemical calculations and the optimized 

geometry of BDBPZ that the H-bonding takes place through the benzoyl 

oxygen (O1) atom both in GS and ES. This benzoyl group is flanked outside 

the core skeletal aromatic rings, and is very much accessible to the solvents 

thereby. This helps to sense the environment properly and thus shows better 

H-bonding capacity than DBPZ in ES.  

 Steady state fluorescence quenching on addition of DMA due to photoinduced 

electron transfer from DMA to photoexcited BDBPZ was seen by our 

experimental collaborators and the product radical ions was identified using 

laser flash photolysis. The electron transfer from DMA to BDBPZ in ES was 

also confirmed by out theoretical studies. 

 An initial idea about the amino acid residues surrounding NAD/NADH inside 

a protein was obtained. The amino acid residues specifically present around 

and can interact with the adenine, nicotinamide and phosphate regions of 

NAD/NADH was also noted. 
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 The structure of NAD/NADH systems with respect to backbone conformation 

was studied for both the crystal structure and optimized geometries. 

 The theoretical calculations are clearly in line with experimental evidence that 

NADH can fluoresce but NAD
+ 

cannot. The initial quantum chemical studies 

indicate that the reason for this might be that some of the amino acid residues 

surrounding the NAD molecule absorb the emission from NAD
+
. However, 

the reason for this still need to be understood in details from further quantum 

studies. 

 

SCOPE OF FUTURE WORK 

 

 Understanding structure and dynamics of nucleic acids (DNA/RNA), protein 

and other biologically important macromolecules (graphene/GO, BDBPZ, 

NAD
+
/NADH) involves multiple aspects, all of which could not be adequately 

covered in the present Ph.D. work.  

 The present thesis involved in-depth structural study of four types of G-

quadruplexes formed by human telomeric G-rich sequences. But there exist non-

human and non-telomeric G-rich sequences that are to be completely characterized 

from the perspective of structural variability (base pair and base pair parameters) and 

backbone conformations. It would also be interesting to study unfolding and folding 

of G-quadruplex structures with different topology in the light of helicoidal 

parameters and ion coordination. It would be interesting to study the unfolding 

process in explicit solvent (water) and mimic the experimental condition. 

 RNA double helical stretches containing only 1-residue bulge has been studied 

and reported. This study can be extended to 2-residue or 3-residue bulge containing 

systems. Since, it is expected that the type of base pairing (canonical or non-

canonical) at the junction of pseudohelices can determine the structural variability at 

the junction, it would be interesting to understand what type of stacking arrangement 

between non-canonical base pairs is most favourable. This study can be further 

extended by studying a set of coaxial stacks with all possible base pairing patterns at 

the junction. 

 The 100ns long MD-run of the two proteins; wild-type and mutant did not 

indicate any significant structural dissimilarity. It would thus be suitable to extend 



General Discussion 

Page | 251  
 

these simulations and notice the interesting structural difference involving the β3-

strand, containing the mutation, of β-sheet2. Such SMD simulations can also be 

carried out with other mutants of the Ig-domain, especially, the one involving R527P 

as it similar to R453W in the sense that this residue is also facing outwards into the 

solvent. 

 The present work deals extensively with tearing pattern and preference of 

graphene/GO sheet. However, the situation after complete tearing still has to be 

understood, i.e. the termination or functionalization at the edges should be studied in 

future to understand how the valency is maintained in smaller newly produced 

graphene sheets. The study of functionalized graphene sheets has been initiated here 

but a complete conclusive work is in future plans. Studying desalination properties of 

graphene sheet and to see if GO can also act as one such filter would be interesting.  

 H-bonding probe DBPZ and then it derivative BDBPZ has been well studied. 

Similarly, other derivatives can be synthesized experimentally and their H-bonding 

capabilities can be studied. The work related to NAD
+
/NADH enzyme has been 

initiated in this thesis, however, it requires further studies involving quantum 

chemical approach and MD simulations of entire protein-NAD
+
/NADH complex. 
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APPENDIX I 

 

Molecular Dynamics (MD) Simulation: 

 In MD simulations, the potential energy between atoms is used to calculate the 

forces between them. For these calculations the atoms should have a defined initial 

position in space. This starting structure can be obtained from X-ray or NMR 

experiments or from molecular modeling. The atoms also need to have starting 

velocities, which are generated from a random number series. The Newton’s equation 

of motion is then solved to calculate the atomic movements in time to generate 

successive configurations of the system. A trajectory is finally obtained that species 

how the positions and velocities of the particles in the system vary with time. The 

force Fi exerted on the atom i by the remainder of the system is calculated from the 

negative gradient of the potential energy function with respect to the position 

indicated by a 3D vector ri, where, 

i

i
dr

dV
F   

Newton’s equations are then used to calculate the acceleration ai (d
2
xi/dt

2
) of atom i, 

as, 

i

xi
i

m

F

dt

xd
a i

2

2

 

where mi and xi are the respective mass and position of the atom along a single 

dimension. The position after a short time interval (Δt) are then calculated using 

standard Taylor series. There are several algorithms for integrating the equations of 

motion [1] where the integration is broken down into small steps, separated in time by 

usually few fs (Δt).  

 The Verlet algorithm is widely used [2] where the positions and acceleration at 

time t, and the positions from the previous step, )( ttr 


, are used to calculate the 

new position )( ttr 


, at time tt  . 

 )(
2

1
)()()( 2 tattVttrttr


  

 )(
2

1
)()()( 2 tattVttrttr


  

Adding these two equations gives, 

)()()(2)( 2 tatttrtrttr


   



Appendices 

Page | 299  
 

In Verlet algorithm, velocities do not appear explicitly. The equations for velocities 

can be derived simply by dividing the differences in positions at time )( tt   and 

)( tt  , as, 

t

ttrttr
tV





2

)]()([
)(





 

Replacing t to )
2

1
( tt   gives, 

t

trttr
ttV






)]()([
)

2

1
(

 
  

However, positions )( ttr 


 are obtained by adding a small term )(2 tat


  to the 

difference of two large terms )(2 tr


 and )( ttr 


. This leads to a loss of precision. 

Furthermore, there is no explicit velocity term in the equation. The Leap-Frog method 

comes with two advantages over the Verlet algorithm. It explicitly includes the 

velocity in the equation of motion. 

)(
2

1
)()()( 2 tattVttrttr


   

)()
2

1
()

2

1
( tatttVttV


   

Another improvement comes with velocity-Verlet algorithm, where, 

)(
2

1
)()()( 2 tattVttrttr


   

)]()([
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In this method new velocities requires the accelerations at both t and )( tt  . So, in 

the first step the positions at )( tt   are calculated by using velocities and 

accelerations at time t. The velocities at time )
2

1
( tt   are then determined using:  

)(
2

1
)()

2

1
( tattVttV


   

In the final step velocities at time )( tt   are determined, using  

)(
2

1
)

2

1
()( ttatttVttV  


 

 We have used Velocity-Verlet algorithm for MD simulations in chapters II, III 

and IV of this thesis. 
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Steered Molecular Dynamics (SMD) Simulations 

 Steered Molecular Dynamics (SMD) employs a pulling force to cause a 

change in structure in a MD simulation. The simulation runs and all atoms adjust to 

the forced change in structure so that the conformations may be sampled along a 

particular pathway. In theory the change would happen spontaneously during the 

simulation, but might require a very long time t get noticed. Thus, the process is 

accelerated to understand the change in energy of the system. 

 As the force is executed and motion occurs along a coordinate, the potential 

energy of the system is calculated. This potential of mean force (PMF) [3] is related to 

the free energy change for the process. 

 There are two protocols of SMD:  

(i) Constant velocity pulling or SMD-CV method: In this type of simulation the SMD 

atom is attached to a dummy atom via a virtual spring. This dummy atom is moved at 

constant velocity and then the force between both is measured using- 

 
               ….(1) 

           
 
  

   

   
 
  

 

       ….(2) 

 

where, 

U = Potential energy. 

k = Spring constant 

  = Pulling velocity 

  = Time 

 
  = Actual position of the SMD atom 

   

  = Initial position of the SMD atom 

 
  = Direction of pulling 

 

 

Figure 1: Pulling in a 1D case. As the 

dummy atom (red) moves at constant 

velocity the SMD atom (blue) experiences a 

force that depends linearly on the distance 

between both atoms. 
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 The SMD-CV protocol has been used in Chapter II and Chapter IV of this 

thesis to performed pulling simulations (SMD simulations) on G-quadruplex and 

proteins respectively. 

 

(ii) Constant force pulling or SMD-CF method: In this case SMD simulation is 

performed by applying a constant force. Here, one of the atoms is kept fixed and the 

SMD atom (or the pulled one) experiences a constant force in the direction defined by 

the vector that links both these atoms. In it to be noted that in this case there is no 

dummy atom or virtual spring. 

 

Force field: 

 As discussed MD simulations require potential energy of the system of 

particles involved, described by a force field. The two main components of a force 

field are: (i) the potential energy function and (ii) the parameters used in the function. 

The included parameters are mainly derived from experimental work or from high 

level quantum mechanical calculations on small model compounds. The potential 

energy is calculated by adding the bonded energy terms (bonds, angles and torsions) 

to the non-bonded terms (van der Waals, electrostatic),as, 
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where, Kb, Kθ and Kχ are the force constants for bond length, bond angle and dihedral 

respectively. The values in the current configuration are denoted as b, θ and χ, where 

subscript zero is used for the equilibrium state. The rotation of a dihedral is periodic 

with periodicity n and phase σ. The non-bonded energy is the sum of repulsion, 

attraction and electrostatics between non-bonded atoms. εij is related to the well-depth 

of the Lennard-Jones potential, Rmin,ij is the distance at which the Lennard-Jones 

potential has its minimum, q is the partial atomic charge and rij is the distance 

between atoms i and j. The Lennard-Jones potential and the coulombic term express 

the short range non-bonded interactions. The long-range electrostatic interactions are 

generally evaluated by ignoring these interactions beyond a specific cut-off leading to 
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approximations in the calculations. With the introduction of the Ewald summation and 

the particle mesh Ewald (PME) method the long-range electrostatic calculations 

became more accurate [4,5]. 

 Currently there exist a number of empirical force fields used in simulations of 

biomolecular systems. Various force fields have been used in this thesis: charmm-27 

[6] has been used in chapter II, charmm36 [7] and AMBER-99sb [8,9]  have been 

used in chapter III and Charmm-22 has been used in chapter IV. The functional forms 

to describe specific interactions are similar between the various force fields but there 

are differences in the values of the specific parameters and the way they are obtained 

[10].     

 

Ewald summation method: 

 The interactions that decay slower than , where n is the dimensionality of 

the system are known as long-range interactions. These long-range interactions can be 

a problem as their range is often greater than half of the box length. During the 

simulations of charged species it is extremely important to properly model these long-

range forces. The charge-charge interaction, which decays as ( 1/r ), is extremely 

difficult to handle properly during the simulations of charged species. Different 

methods, e.g. Ewald summations, the reaction field method, cell multiple method etc. 

have been developed to handle long-range interaction. The Ewald summation 

technique of handling long-range electrostatic interactions has been used in chapters 

II, III and IV of this thesis. 

 This method was developed by Ewald to study the energetics of ionic crystals. 

In this method, a particle interacts with all other particles in the simulation box and 

with all possible images. The position of the image boxes can be related to the central 

box (assumed a cube of side L) by specifying a vector (±nxL, ±nyL, ±nzL); a, b, c = 

0, 1, 2 etc. The potential energy due to the charge-charge interaction in the central box 

containing ‘N’ charges can be written as: 


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
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j ij

ji
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qq
V

1 1 042
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, 

where rij is the minimum distance between the charges i and j. In general, for a box at 

a cubic lattice point,  

n


(  with  being integers): 
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The ‘prime’ on the first summation indicates that the charge-charge interaction, i=j, 

for the primary simulation box is excluded. Now the series is conditionally 

convergent. The sum of a conditionally convergent series depends on the order in 

which its terms considered. The sum is converted into two summation series, each of 

which converges much more rapidly. In this case we can write, 

 

where, f(r) is an appropriate function which deal with the rapid variation of ( 1/r ) at 

small r and slow decay at long r. 

 In Ewald sum method each charge is considered to be surrounded by a 

neutralizing charge distribution of equal magnitude but of opposite sign. The 

commonly used functional form is: 
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. 

The sum over point charges is now converted to a sum of the interactions between the 

charges plus the neutralizing distributions. The real space summation is given by: 
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where, erfc is the complementary error function, which can be written as: 

 
The new summation involving the error function converges very rapidly and beyond 

some cut-off distance its value can be considered negligible. The rate of convergence 

depends upon the width of the Gaussian charge distribution. The contribution comes 

from the neutralizing charge distribution is: 
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where, the vectors k


 are reciprocal vectors and given by  

L

n
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This summation is performed in reciprocal space. This reciprocal sum also converges 

much more rapidly than the original point-charge sum. For the reciprocal space 

summation the number of terms increases with the width of the Gaussian charge 
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distribution. So, the value of ‘α’ need to be chosen in such a way that it can balance 

real-space and reciprocal space summation. A value for α of ( 5/L )and 100-200 

reciprocal vectors k


 provide an optimal solution. The sum of Gaussian functions in 

real space also includes the interaction of each Gaussian with itself. A third self-term 

therefore is subtracted:  

 

A fourth term depending upon the surrounding medium is also included: 
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 The final expression of electrostatic interaction is thus: 
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Implicit solvent: 

 Implicit salvation is a method of representing solvent as a continuous medium 

instead of individual “explicit” solvent molecules. There are two basic types of 

implicit solvent methods: models based on accessible surface area (ASA) and more 

recent continuum electrostatics models. The electrostatic forces of a biological system 

can be expressed as a system of differential equations which can be solved for the 

electric field caused by a collection of charges. The Poisson Boltzmann equation: 

 

is a nonlinear equation which solves for the electrostatic field,   
 
   based on the 

position dependent dielectric,   
 
  , the position-dependent accessibility of 





N

k

k

self

q
V

1 0

2

4





Appendices 

Page | 305  
 

position  to the ions in solution,   
 
  , the solute charge distribution,    

 
   and 

the bulk charge density,   
  of ion qi . While this equation does exactly solve for the 

electrostatic field of a charge distribution in a dielectric, it is very expensive to solve, 

and therefore not suitable for molecular dynamics. 

 In a GB simulation, the total electrostatic force on an atom,  , is the net 

Coulomb force on atom  (from nearby atoms) minus the GB force on atom (also 

caused by nearby atoms): 

 
Forces are contributed by other nearby atoms within a cutoff. The GB force on 

atom  is the derivative of the total GB energy with respect to relative atom distances 

rij, 

 

 

 

 

  
 

 

 

  
 

 

 

where the partial derivatives are included since the Born radius,  , is a function of 

all relative atom distances. The total GB energy of the system is 

 

 

where,    
   is the Born radius dependent self energy of atom  , and the GB energy 

between atoms  and   is given by 

 

 

The dielectric term [11] is 

 

 

and the GB function [12] is 
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As the Born radii of atoms  and   decrease (increasing screening), the effective 

distance between the atoms ( fij ) increases. The implicit solvent implemented in 

NAMD is the model of Onufriev, Bashford and Case [13,14] which calculates the 

Born radius as 

 

 

where,  

and Hij is the piecewise descreening function [14,15,16]. 

 GBSA is a Generalized Born model augmented with the hydrophobic solvent 

accessible surface area (SA) term. It is among the most commonly used implicit 

solvent model combinations. The use of this model in the context of molecular 

mechanics is known as MM/GBSA.  

 The Generalized Born Implicit Solvent (GBIS) and MM/GBSA model has 

been used for steered molecular dynamics simulations of chapter IV of this thesis. 
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APPENDIX II 

 

Hartee-Fock Approximation: 

 Under Born-Oppenheimer approximation, the focus is solution of the 

electronic Schrödinger equation. In such cases the main complication in all electronic 

structure calculations is the electron-electron potential energy, which depends on the 

electron-electron separations. The electron-electron interaction couples the electronic 

degrees of freedom, which makes the problem an impossible task to solve. Now, if we 

neglect the electron-electron interaction, the many body problems would decouple 

into one-body problem. Under such approximation, one can assume that an electron 

moving in a given potential. The electronic Hamiltonian can be written as: 
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In the above equation the first two terms are single particle (electron) operator. If we 

neglect the third term, electron-electron interaction, the wave function Φ of the 

corresponding Schrödinger equation  
k

k EH  can be written as: 
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with  k kEE , the Schrödinger equation reduces to sum of one-electron equation, 
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
 . The wave function Φ depends on all the electron 

coordinates and parametrically on the nuclear locations. At this stage we have taken 

strong electron-electron interaction, i.e. two body term in the Hamiltonian ( kkH  ), 

neither the spin of the electron nor the requirement that the electronic wave function 

must obey the Pauli Exclusion Principle. 

 In the next step, we insert the term kkH  , in the Hamiltonian. So, now the 

Schrödinger equation is  EH , with  
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k  is assumed to be normalized. This is the expectation value of E for an arbitrary 

wave function k . Now to find out the best set of functions for the ground state, k

which minimizes the energy E, one could apply variational principle, i.e.  
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As the above equation is valid for any variation |j , therefore j  satisfy the 

following equation: 
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The above equation is for single electron Schrödinger equation, which is known as 

Hartee equation. This describes an electron in an ionic potential )(rV


 and interacting 

with all other electrons via an average distribution of electron density. However, 

separating one electron out of all and treating all other electrons as a smooth charge 

density is a crude approximation to make. 

 We now reintroduce the concept of spin-orbital. A spin-orbital is a product of 

an orbital wave function and a spin-function. Therefore we extend the expansion of 

)............( 1 Nk rrr


 by applying the Pauli Exclusion Principle and the 

indistinguishibility of quantum particles. The overall wavefunction is then written as 

the Slater determinant. 
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  

where, q is composite index for electronic coordinates and spin, !N  are the possible 

number of ways to distribute N number of valance electrons at the positions 

Nk rrr

 ,,1 . Considering the indistinguishibility of electrons all those possibilities 

are equally likely.  

 Using this new form of wavefunction Φ, again we calculate the expectation 

value of energy E as, 

 || HE  
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The extra term in the above equation compared to Hartee equation has no classical 

analogue and known as exchange interaction. The Hartee-Fock for spin-orbital )( 1qk

, where we have arbitrary assigned an electron having composite index 1q  to spin-

orbital k , is  
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This equation is known as Hartee-Fock equation. 

 

Many Body Perturbation Theory:   

 Moller and Plesset proposed perturbation theory to tackle the problem of 

electron correlation. This method is based on adding successive improvements to both 

energy and wave functions to the HF description. In this case the true Hamiltonian 

operator is expressed as sum of the zeroth order Hamiltonian Ho and a perturbation 

νwhich is expressed as  

H = Ho + ν 

To obtain an improvement of Hartree-Fock energy, it is necessary to obtain Moller-

Plesset perturbation theory [17] to at least second order, commonly known as MP2 

level of theory. Higher orders of calculations such as MP3, MP4 are also possible, but 

those are computationally expensive, inappropriate for complex species. They are 

often restricted to calculate the single point energy calculation on geometries obtained 

through some lower level of theory. 

 

Density Functional Theory (DFT): 

 The basic idea behind Density Functional Theory (DFT) is that the energy of 

an electronic system can be written in terms of the electron probability density (  ). 

For a system of n electrons, )(r


  denotes the total electron density at a particular 

point in space r. The electronic energy E is said to be a functional of the electron 
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density, denoted ][E , in the sense that for a given function )(r


 , there is a single 

corresponding energy. 

 The Density Functional Theory proposed by Hohenberg and Kohn [18] 

(1964), and Kohn and Sham (1965) [19] reduces this many body problem to that for a 

single electron. This theorem shows that the ground state charge density ρ(r) 

determines the potential unequally. So, the total ground state energy )]([ rE


  for a 

given external potential is a unique functional of the ground state density. For a fixed 

external potential )(rVext


, the energy functional )]([ rE


  is minimum for the true 

ground state density )(0 r


 : 

0
)(

)]([

)()( 0


 rr

r

rE











 
The total energy functional in the presence of external potential field )(rVext


 can be 

written as, 

  
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where, )]([ rT


  is the kinetic energy. Kohn and Sham assumed that there exists a non-

interacting reference system corresponding to the above mentioned interacting 

system, for those the ground state density is exactly same. In such system, 

  iii

i

effiieff rVH  ||])]([[| 2 

 
Kinetic energy for this system 

 ieff

i

iieff rVnrT  |)]([)]([


 

is the single particle wave function and in  is the number of occupied quantum state 

labeled by i. The exchange correlation functional defined by Kohn and Sham is 

)]([ˆ)]([)]([)]([ rErTrTrE xceffxc


  . 

The total energy functional becomes 
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Taking the variation of )]([ rE


  with respect to )(r

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where,   is the Lagrange multiplier associated with the constraint   Nrdr


)( , 

total number of electrons. 
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The single electron density can be obtained by solving Schrödinger like equation 

corresponding to moving an electron in an effective potential effV , namely the Kohn-

Sham equation, 

 iiieff rV  ||)]]([[ 2 
. 

The ground state energy is given by 
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where, 
)(

][

r

Exc





  is the exchange-correlation potential. 

 

Exchange-Correlation Energy: 

In Kohn-Sham equation kinetic energy functional is incorporated directly, but the 

exchange-correlation functional ][xcE  is still unknown. The exchange-correlation 

energy contains (i) kinetic correlation energy, which is the difference in the kinetic 

energy functional between the real and non-interacting reference system, (ii) the 

exchange energy (iii) coulombic correlation energy arising from the inter-electronic 

repulsion and (iv) a self-interaction correction. 

 

The Local Density Approximation (LDA): 

Local density approximation (LDA) is the most successful approximation, first 

introduced by Slater for simplifying the non-local exchange energy in terms of the 

local )(3/1 r


 potential. The LDA essentially amounts to the assumption that the XC-

energy depends only on the local electron density )(r


  around each volume element

rd
3 , i.e. 

rdrrrE xc
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The functional derivative of LDA

xcE  gives the exchange correlation potential within 

LDA, 
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The Generalized Gradient Approximation (GGA): 

In generalized gradient approximation (GGA) the functional depends on the density 

and its gradient, 

drrrrrE GGA
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The exchange-correlation potential in Cartesian coordinates is given by 
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which depends on the first and second derivatives of the electron density. 

 

Dispersion Corrected Density Functional Theory: 

 Density functional includes electron correlation in an approximate manner. It 

is unable to describe the long range electron correlation, which plays significant roles 

in describing the stacked complexes [20,21]. The long-range van der Waals 

interactions were considered by introducing the dispersion interaction either by 

proposing a suitable non-local functional or by combing the standard functional with 

empirical dispersion terms [22,23]. The empirical potential has been added in the 

form of C
6
R

-6
. After adding the dispersion correction the total dispersion corrected 

energy takes the form of  

EDFT-D = EKS-DFT + E dis 

where, the 1st term in the right hand side represents the self-consistent Kohn-Sham 

energy obtained from the chosen DFT functional and the 2
nd

 term represents the 

empirical dispersion correction, which has the form as  

)(
1

1 1
6

6
6 ijdmp

N

i

N

ij ij

ij

dis Rf
R

C
SE

at at

 


 

  

where, Nat represents the number of atoms in the system, R is the inter-atomic 

distances, and C6 are the dispersion coefficients, the damping function is represented 

as fdmp, which has the following expression 

  )1/(
1

1
)(





rij RRdijdmp

e
Rf  

where, Rr is the sum of the atomic van der Waal radii. 

 The most widely used hybrid functional which include long range dispersion 

interaction is ωB97XD [24] functional, which has been incorporated in a commercial 

software package Gaussian g09, which has been used by me in my thesis work [25]. 
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